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Abstract. The torsional dynamics of the 9-(N-carbazolyl)- 
anthracene (C9A) molecule is investigated by means of 
time-independent (1) and time-dependent (2) quantum- 
mechanical simulations in adiabat ic  representation. The 
study includes effects of surface crossing of the bright 
St state with a dark state. (1) The intensity pattern of the 
So ~ St fluorescence excitation spectrum is used to fit an 
effective one-dimensional Hamiltonian with a single-min- 
imum potential for the dark state together with diabatic 
couplings to the double well potential of the bright state. 
(2) Based on this Hamiltonian, first predictions for 
a pump-probe scheme are made. In the pump process the 
molecules are excited to the $1 state followed by compet- 
ing torsions in the bright state and diabatic curve cross- 
ings to the dark state, depending on the pump frequency. 
Assuming the probe process to be an ionization from the 
bright state, the interfering effects of the dark state on the 
dynamics in the bright state can be monitored in a directly 
time-dependent way on a fs-ps time scale. 

PACS: 33.10.-n; 33.50.Hv; 33.80.Be 

1 Introduction 

The process of photoinduced twisting of molecular bonds 
is of fundamental importance in organic photochemistry 
[1]. An interesting class of phenomena arises where the 
torsion of a single or double bond couples different 
electronic states which can lead to intersections (photo- 
chemical funnels) of potential surfaces. Torsional photo- 
isomerizations involving excited states with charge 
separation are of particular relevance. Since the early days 
of its foundation [2, 3], the "Twisted Intramolecular 
Charge Transfer" (TICT) model has been subject of 
numerous publications (see, e.g. [4, 5] and references 
therein). 

A class of molecules which has been investigated in 
great detail are aromatic double molecules like bianthryl 
[6]. For this symmetric molecule, the charge-separated 

nature of the excited state has already been verified for 
solvent-solute clusters [7, 8]. TICT formation is more 
likely for an asymmetric donor-acceptor compound. This 
asymmetry can be introduced by replacing one of the 
anthryl moieties by a strong donor like a carbazolyl group 
(see Fig. 1). In a recent study, Monte et al. investigated the 
torsional structure of 9-(N-carbazolyl)-anthracene (C9A) 
in a supersonic nozzle beam I-9]. The main focus of their 
investigation is on high-resolution fluorescence spectro- 
scopy of a transition between the electronic ground state 
(So) and the first excited state ($1) which corresponds 
essentially to a local excitation of the anthryl part of C9A. 
in this spectral region the fluorescence excitation spec- 
trum shows a long torsional progression extending over 
1000 cm-1 from the 0-0 transition at 25893.3 c m - t  (see 
Fig. 2). However, the intensity profile exhibits a remark- 
able minimum in the center of the progression which 
could not be accounted for by the So and St potentials 
fitted to the dispersed fluorescence spectra. This peculiar- 
ity was attributed to the effect of a resonant nonradiative 
coupling to a "dark" state. This conjecture is further 
confirmed by fluorescence lifetime measurements. The 
quantum-chemical nature of this "Sx" state is still un- 
known but is likely to be a TICT state [9]. 

In the present paper we investigate the effects of coup- 
ling of bright ($1) and dark states (Sx) further using an ef- 
fective one-dimensional model Hamiltonian based on a dia- 
batic representation of the electronic states and couplings 

N 

Fig. 1. Structure of the 9-(N-carbazolyl)-anthracene (C9A) molecule 



112 

BA 

, j 27000 

26750 

~ 2 6 5 0 0  

__.._J __J 26250 ,~ 

" I E 
26000 ~- © 

25750 
Fig. 2. Experimental fluorescence excitation spectrum of C9A in the 
region of the So ~ S~ excitation [9]. The lines denoted as BA are due to 
a bianthryl impurity of the substance. The arrow indicates the position 
of the G0 transition at 25893.3 cm - 

(see Sect. 2). Computational details are explained in Sect. 3. 
The Hamiltonian is determined by approximate time-inde- 
pendent calculations of fluorescence excitation spectra (Sect. 
4). Then this Hamiltonian is used for propagations of wave 
packets in order to simulate time-dependent spectra of a pro- 
posed pump-probe scheme as described in Sect. 5. Our 
overall strategy thus follows the general approach from 
time-independent spectra via effective Hamiltonians to time- 
dependent dynamics which was advocated by M. Quack 
[10, 1t]. Section 5 summarizes our results and gives an 
outlook. 

2 Model Hamiltonian 

In the present study we describe the photochemical dynam- 
ics of the C9A molecule in the framework of an effective one- 
dimensional model Hamiltonian employing the torsional 
degree of freedom of twisting about the C-N axis, only. This 
simplification can be rationalized for two different reasons. 
First, because of the low frequency, torsional vibrations can 
be approximately separated from the other modes of vibra- 
tion [9]. Second, the twisting of double molecules is known 
to be most effective in mediating degeneracies of electronic 
stales like the S1/S~ intersection to be investigated here [1]. 
This is due to the fact that torsional motion affects the 
interaction of the n-systems of the anthryl and carbazolyl 
parts most strongly. Similar effective low-dimensional 
Hamiltonians to model the torsional dynamics of large mol- 
ecules can be found in the literature [12]. 

Neglecting the small dependence of the reduced moment 
of inertia I~d on the twisting angle ¢ (we adapt the constant 
value of h/(4nCI~ed) = 0.035 cm- 1 as given in [9]), the diag- 
onal elements of the molecular Hamiltonian for the tor- 
sional dynamics of the i-th electronic state can be written as 
[13] 

h 2 (9 2 
H ( ~ ° I ( ~ )  - -  2ired 042 + V(i)(¢) (1) 

where V(°(¢) denotes the effective torsional potential of the 
respective state. To incorporate electronic degrees of free- 
dom into our model, we choose adiabatic representation of 
electronic states thus avoiding the effects of kinetic couplings. 
Similar approaches have been used in theoretical study of 
the twisting dynamics of small polyenes by Dormans et al. 
[14] and, more recently, by Seidner et al. in a multi-dimen- 
sional approach [15, 16]. In this picture, there are two 
different mechanisms of coupling between the various elec- 
tronic states. First, as a consequence of the diabatic repres- 
entation of the electronic states, there are off-diagonal ele- 
ments V(iJ?(¢) in the potential matrix which couple the 
different states. Second, the electronic states may be coupled 
radiatively to each other. In semiclassical dipole approxima- 
tion, the contribution of the light matter interaction to the 
Hamiltonian is described by 

H(~J~'* t) = - a t ) '  p(~ @) (2) rad ~ty~ 

where p(zJ)(~b) represents the transition dipole moment be- 
tween state / and j, and ~(t) gives the external electric field of 
radiation. In the following, we constrain ourselves to the 
three (diabatic) states So, S~, and Sx for the electronic ground 
state, the first electronically excited (bright) state, and for the 
unknown "dark state", respectively. Thus, the total Hamil- 
tonian for the torsional dynamics of a C9A molecule interac- 
ting with an external field can be written as 

/ (0) t 
U~o~ (~,0 0 

(o~) t Htot(q~,t ) = tHrad (~,) H(mlo),(~) V(iX)(4) ) . (3) 

I/0 g (ix) (¢) U~)ol (q~) J 

In this approximation, diabatic couplings are taken into 
account only between the (intersecting) St and Sx states 
neglecting all other potential couplings because of the large 
energy gaps between the ground state So and each of the two 
excited states $1 and Sx which are in the order of 
26000 cm- 1. We also assume that radiative coupling occurs 
only between the So and the bright $1 state while the S~ state 
is assumed to be dark. This is plausible for charge transfer 
states which are known to carry no significant oscillator 
strength because there is no experimental observation of 
dual fluorescence for C9A. Furthermore, we assume that the 
electric field a(t) is polarized along the transition dipole 
moment p(°~)(4~). 

3 Computational details 

In the following we describe numerical methods used for the 
quantum-mechanical simulation of time-independent and 
time-dependent spectra. In either case we represent a wave 
function as a vector whose components are the values of the 
function on a discretized grid of equidistant points in coordi- 
nate space. Then the evaluation of a Hamiltonian like the 
one given in (1) acting on such a vector is particularly simple 
[17]. In this representation, the operator of the potential 
energy is local and the effect of the Laplacian in the kinetic 
energy operator can be calculated by forward and reverse 
Fourier transformation using efficient FFT-methods. A gen- 
eralization of this method to wave functions on N coupled 
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electronic surfaces (cf. 3) is straightforward by assembling 
N state vectors to one vector which is N times longer and 
which represents the total wave function. In the present 
study we use a grid of 128 points ranging from 0.524 rad 
(30 °) to 2.618 rad (150 °) to discretize the torsional coordinate 
4,. 

The computations can be made more efficient by ex- 
plicitly taking into account the molecular symmetry. In the 
C2~ point group the torsional coordinate of the CgA molecu- 
le transforms like the irreducible representation a2 and the 
torsional potentials and couplings are symmetric with re- 
spect to inversion at 4 = 7r/2. Hence, only symmetric (a~) 
and antisymmetric (a2) vibrational wave functions can be 
coupled to each other. Therefore, wave functions with even 
and odd quantum numbers can be treated independently. 

For the calculation of absorption spectra (see Sect. 4) the 
time-independent Schr6dinger equation is solved. We use 
the grid methods outlined above to obtain a matrix repres- 
entation of the Hamiltonian. Diagonalization then yields the 
desired eigenvalues and eigenstates [18, 19]. The Hamil- 
tonian is set up tbr two subspaces of the total space spanned 
by the wave functions in the three electronic states, (1) for the 
electronic ground state (So) alone and (2) for the coupled 
$1 and S~ states. Diagonalization of the latter yields a mani- 
fold of excited state wave functions which can be interpreted 
as superpositions of vibrational wave functions in the 
$1 state and in the S~ state. Then absorption spectra are 
calculated based on the Condon-approximation assuming 
a constant transition dipole moment i~ (°~) = leao. Relative 
spectral intensities are calculated as the squares of the 
Franck-Condon factors which are obtained as overlaps of 
the electronic ground state wave functions with the compo- 
nents of the excited states corresponding to vibrational wave 
functions in the bright S~ state. 

The simulation of pump-probe spectra in Sect. 5 requires 
the solution of the time-dependent Schr6dinger equation. In 
the last years there has been intense work on the develop- 
ment of propagation algorithms based on grid representa- 
tions [20, 21]. For the choice of the most efficient technique 
we have to consider two cases: For the C9A molecule 
interacting with a (pump) laser pulse we are dealing with 
a time-dependent Hamiltonian where the split-operator 
technique introduced by Feit et al. [22, 23] is found most 
appropriate. Note that for a problem with coupled potential 
surfaces such as in (3) we use a variant of this method 
developed by Alvarellos and Metiu [24]. For the numerical 
treatment of the laser pulses discussed in Sect. 5, this algo- 
rithm allows us to propagate with a time step of 0.05 fs. For 
the long time propagation in case of vanishing radiative 
coupling (delay time between pump and probe pulse) we use 
a method introduced by Tal-Ezer and Kosloffwhich is based 
on an expansion of the time evolution operator in a series of 
complex Chebychev polynomials [17, 25]. For a choice of 
the time step of 200 fs a total number of 170 polynomials has 
to be evaluated. 

4 Potential functions and couplings 

Our determination of the model Hamiltonian for CgA starts 
from the torsional band assignment of both fluorescence 
excitation and dispersed fluorescence spectra by Monte et al. 
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Fig. 3. The right panel shows the diabatic So and the $1 torsional 
potentials and vibrational energy levels of C9A (Note the different 
scales!). The l@ pan of the figure shows the calculated Franck-Condon 
absorption spectrum for the So --, $1 transition (adapted from [9]) 

[9]. Analyzing the characteristic patterns of the Franck- 
Condon factors [6], effective potentials for the S0 and 
S1 states could be determined in a fitting procedure. Both 
potentials exhibit a double minimum structure along the 
torsional coordinate 4 as can be seen in Fig. 3. With respect 
to a coptanar structure, the minimum energy geometries are 
twisted about the C-N axis by 7r/2 + 0.218 (77.5 °, 102.5 °) 
and 7c/2 +_ 0.454 (64 °, 116 °) for the So and $1 state, respective- 
ly. The potential barrier heights for perpendicularity 
(4 = ~/2) differ by almost two orders of magnitude. They are 
17 cm- 1 for the ground state (So) and 1050 cm- t for the first 
excited state ($1). Consequently, only the first pair of vibra- 
tional eigenstates which is well below the barrier of the 
So potential is nearly degenerate. In the $1 state, due to the 
much higher barrier, the first thirty levels are practically 
degenerate. 

A Franck-Condon (absorption) spectrum for So(v = O) 
--+ S~ transitions based on these two potentials is also shown 

in Fig. 3. Due to the flatness of the So potential there is 
a large l:rranck-Condon region resulting in a wide torsional 
progression up to an excess energy of ~ 1000 cm - 1 with line 
spacings of approximately 35 cm- 1. According to a reflec- 
tion principle, the envelope of the intensities reflects the 
uninodal structure of the ground state wave function in each 
of the So minima [6]. 

Although the line positions and the overall envelope 
of the torsional progression are in good agreement with 
the experimental spectrum of Fig. 2, there is a remarkable 
difference in the intensity profile. The experimental fluores- 
cence excitation spectrum exhibits a pronounced minimum 
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around 26300 cm- 1. This discrepancy is used here to deter- 
mine an effective potential for the "dark" Sx state. For this 
purpose, we approximate the fluorescence excitation spec- 
trum by an absorption spectrum including the effect of 
diabatic coupling of the bright $1 state to the dark Sx state as 
described in Sect. 2. We simulate "cold" spectra by assuming 
that only the doublet of the vibrational ground state is 
occupied and that the population of the symmetric (al) and 
antis3nnmetric (a2) level is equal. Then the corresponding 
two absorption spectra are superimposed. In order to make 
them comparable to the experimental resolution, the spectra 
are broadened by folding the theoretical stick spectrum with 
a Gaussian of 3 cm-1 width (FWHM). 

As proposed by Monte et al., the potential for the S~ state 
is assumed to have a single minimum at ~b = 7~/2. This is 
because the narrow region of the resonance can be explained 
best by a large difference of the slopes of the $1 and 
S~ potentials at the intersection points [9]. For simplicity we 
choose a quartic potential with three fit parameters 

1 @ - 2 ) z  + l v 4  (~b - 2 )  2 (4) 

where Vo stands for the vertical offset (with respect to the 
minimum of the So potential) and Vz and V4 are the har- 
monic and quartic force constants, respectively. The diabatic 
potential coupling V(~)(O) between the $1 and S~ state is 
modelled here by two Gaussians centered at the crossing 
points of the two potential curves at re/2 - ~bo and re/2 + ~bo 

+ exp[  (q~--~z/2--q~°)21}2a z (5) 

where C and a determine the height and the width of these 
functions. 

Our strategy to fit the parameters proceeds as follows. 
Based on a first reasonable guess of V(=)(~b), the width and 
the height of the coupling of the two excited states S~ and 
S= are fit to reproduce the width and the depth of the 
minimum of the experimental intensity profile superimposed 
on the regular progression as shown in Fig. 2. In this way, 
the two parameters of V(I=)(~b) given in (5) can be determined 
to be C/(hc)= 22 cm -a for the coupling strength and 
a = 0.056 rad (3.2 °) for the width of the Gaussian functions. 
These two values are kept constant throughout the fitting 
procedure of the S= potential given in (4). Next the 0nner) 
intersection points of the double minimum potential of the 
S~ state and the parabola describing the S= state are deter- 
mined by fitting the position of the minimum of the experi- 
mental spectrum. This yields a value of ~bo = 0.227 rad (13°). 
Then the horizontal offset V0 of the Sx parabola is fixed 
keeping the intersection points constant. First fits using 
a quadratic potential showed that this model did not offer 
enough flexibility to fit the details of the spectrum satisfac- 
torily. This was improved by introducing the quartic term 
into (4). Thus, in the final procedure, we have a two-paramet- 
ric fit for the three parameters Vo, V2, and V4 subject to one 
constraint. 

Our results for the potentials and the corresponding 
Franck-Condon spectra are shown in Figs. 4 and 5, the 
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Fig. 4. Effect of the surface crossing. The upper right part shows the fit 
a) of the S~ potential together with the S~ potential and the correspond- 
ing vibrational energy levels (see (4) and Table t). The lift panel shows 
the calculated Franck-Condon spectrum 

values of the potential parameters are summarized in Table 
1. While the parameters C and a as well as qbo can be fitted 
uniquely, there is some uncertainty in the choice of the 
remaining parameters. The two curves labelled as a) and b) 
represent lower and upper bounds with respect to the hori- 
zontal position of the vertex of the potential curve of the 
Sx state. Although the spectra can not be reproduced exactly 
it can be concluded that the overall agreement of experi- 
mental and theoretical intensity pattern is satisfactory, in 
particular for the levels in the lower energy range, 
E _< 26300 cm- 1. For higher energies the potential coupling 
becomes more important. In this region it is not possible to 
fit the experimental intensities with a similar precision using 
the simple models of (4) and (5). Furthermore, one expects 
more significant deviations between fluorescence excitation 
and absorption spectra due to more efficient energy redis- 
tribution in the time interval between the excitation and the 
fluorescence events which is beyond our simplified one- 
dimensional model. Moreover, there is some uncertainty in 
the experimental intensities over the complete spectral range. 

Apart from modifying the intensity profile, there are two 
other marginal effects caused by the diabatic surface cross- 
ing. First, the degeneracy of symmetric (al) and antisymmet- 
ric (a2) vibrational levels of the $1 state is slightly lifted. 
However, these splittings of the doublets which reach a max- 
imum of 3 cm-  1 close to the intersection of the potential 
curves could not be detected in the experimental spectrum in 
Fig. 2. A second interesting feature of the non-radiative 
coupling is the effect of intensity borrowing. Reciprocal to 
the decrease of intensity for excitation to the $t levels there is 
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Table 1) 

Table 1. Fit parameters of the torsional potential V (') of the dark 
S~ state and of the potentiaI coupling V (I~) to the bright S I state as 
defined in (4) and (5), respectively. The columns a and b give two 
different fits for the potential parameters of the S~ potential (see Figs. 
4 and 5) 

a b 

Vo/(hc ) [cm- ~] 25806 25691 
V2/(hc ) [cm- ~/rad 2] 19094 20192 
V~/(hc) [cm - ~/rad 4] 0 797417 
C/(hc) [cm 1] 22 22 
a [rad] 0.056 0.056 
~b 0 [rad] 0.227 0.227 

an increase of intensity for excitations into levels associated 
with the Sx state. Due to the coupling to the S~ state, this 
leads to additional lines in the calculated absorption spectra 
of Figs. 4 and 5 whose intensity reaches up to 20% of the 
strongest St excitations. These lines are not present in the 
experimental fluorescence excitation spectrum (see our dis- 
cussion in Sect. 6). 

5 A pump-probe scheme 

The effective torsional Hamiltonian which has been derived 
from the time-independent spectra in Sect. 4 can now be used 
to predict the time-dependent torsional dynamics of the C9A 
molecule. Specifically, we are interested in predicting some 
effects of the hypothetical dark S~ state on the dynamics in 
the S~ state which should be observable in fs pump-probe 

experiments. In order to investigate the excited state dynam- 
ics of the C9A molecule with the nonradiative electronic 
couplings in a directly time-dependent manner, we propose 
the following intuitive scheme for a pumb-probe experiment. 
Consider the case where the C9A molecules are prepared 
initially in the symmetrical al vibrational ground state of the 
So potential. (Similarly, one could consider the a2 state, or 
superpositions thereof.) First the C9A molecules are excited 
by a pump pulse into the S~ state. In order to characterize 
the influence of the coupling to the dark Sx state in detail, we 
suggest that one should study series of pump pulses with 
different excitation frequencies such that the energy asso- 
ciated with this state after the laser pulse 

E(1) = <tk(n IH~o)] ~{I)) (6) 

can be varied. Two specific cases are a) well below and b) 
approximately equal to the intersection of the $I and Sx (Fit 

- 1  a) states at 26300cm 
Two representative laser pulses are constructed as fol- 

lows. In the present investigation we use a pulse of sin2-1ike 
shape [26]. 

7r(~) cos(coO, O<_t<_ ~:p (7) ~(t) : ~osin 2 

where eo gives the amplitude of the envelope function of the 
electric field and co and zp are the (constant) carrier frequency 
and the duration of the pulse, respectively. We assume 
a constant dipole moment function ~(t ~) (Condon-approxi- 
mation). The duration of this laser pulse rp has to meet the 
following two conditions [27]. On the one hand, it has to be 
short compared to the typical time scales of vibration and 
S~/Sx conversion in order to have the proper temporal 
resolution and not to interfere with these processes. On the 
other hand, it has to be long enough to obtain at least some 
selectivity in the population of vibrational levels of the upper 
electronic state because laser pulses in the impulsive limit 
(zp -~ 0) would excite all Condon-accessible states. As a com- 
promise, we choose a duration of % = 100 fs which corres- 
ponds to a width of 1/(27ccrJ ~ 50 cm-1 in wavenumbers. 
Thus we expect to obtain a coherent superposition of only 
a few vibrational states. In order to prepare wave packets in 
the S~ state such that the energy falls into the regimes a) and 
b) mentioned above, we desire more or less vertical 
transitions i.e. with the photon energy he) of the pulse 
roughly equal to the final energy E (t). Hence, the field 
~o should not be excessively high. On the other hand, the 
population 

p(t) = <( / , ) l  ~(t)> (8) 

obtained in the excited S~ state should not fall short of 10 -2. 
Figure 6 illustrates the resulting excitation by the pump 
process. It shows the moduli of the wave functions generated 
in the $1 state at the end of the 100 fs laser pulse. The higher 
wavenumber co/(2~c)= 26215 cm - t  of pulse b) lies in the 
center of the Franck-Condon regime and thus gives rise to 
a nearly vertical transition of the ground state wave function. 
It reaches up to a wavenumber of E(1)/(hc) : 26328 cm- 
which is very close to the surface crossing and it creates 
a population of pU) = t3% in the St state. In contrast, the 
smaller wavenumber co/(2~c) = 25800 cm- t of pulse a) is at 
the lower edge of the Condon-allowed region. This pulse 
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Fig. 6. Pump laser pulse excitation (So --' $1). Starting from the vibra- 
tional ground state wave function of the So state, the figure shows the 
moduli of the wave packets generated in the S~ state immediately after 
the laser pulse (t = 100 fs) (not drawn to scale). The parameters of the 
two different laser pt~ses a and b are given in Table 2. Also shown is the 
vibrational ground state wave function Z(o ~) of the $1 state 

Table 2. Laser pulses for the S o ~ S 1 excitation, The table gives the two 
sets of parameters of the pulses a) and b) as defined in (7) together with 
the energies E (1), E (~) and the populations P(~, P(~) of the S~ and S, 
state after the pulse, respectively 

a b 

oo/(2~c) [cm ~] 25800 26215 
~0 [GV/m] 0.257t 0.2571 
~ [fs] 100 100 ¢- 
E(1)/(hc) [cm- 1] 26155 26328 m 
E~)/(hc) [cm- t] 26271 26308 
po~ [%] 1.0 13.1 '~' 
P(~) [%] 0.04 0.65 

0 

only excites some port ion of the outer region of the 
So ground state wave function and brings it up to an energy 
of only E(1)/(hc) = 26155 c m -  1 which is ~ 150 c m -  1 below 
the crossing. With a population of P(~)= 1% it is still 
significant but clearly much less effective than pulse a). It  is 
noted that  already on the short time scale of the laser pulse 
(zp = t00 fs) some populat ion builds up in the S~ state. 
However,  these initial populat ions in Sx are by a factor 
of 20 smaller than the corresponding values for the S~ state. 
Table 2 gives an overview of the laser pulse parameters  and 
the energies and populations of the wave functions created in 
the excited states. 

Using the intuitive terminology of [28], the pump-probe  
technique can be regarded as a "snapshot" spectroscopy. 

Subsequent to the p u m p  pulse, it requires the dynamics of 
the "doorway" state to be probed by a second laser pulse 
which creates a "window" state. By choosing the time delay 
t and the frequency co of the probe pulse the time and the 
place of this process can be controlled, respectively [28]. In 
a typical experiment the wave packet dynamics is monitored 
by ionizing the molecule [29,30]. Since ionic potential 
curves for the CgA molecule are not known the probe signal 
is simulated in a simplified way. We assume here that  the 
probe laser pulse is optimized such that there is a Franck- 
Condon window for ionization from the domain of the 
potential minima of the St state, represented by the vibra- 
tional ground state eigenfunction Z(01). This eigenfunction is 
also shown in Fig. 6 as a dotted curve. In order to moni tor  
the passing of the excited state wave packets through the 
windows for ionization, we define a correlation function 
C~)(t) as the overlap of the square of the (time-dependent) 
wave packet in the St state 0(1)(0 with the square of the 
(stationary) eigenfunction 

C°) (0 = j" I Z{o ') (4))12 I~ (I) @, 0 {2 d~b. (9) 
0 

Under the assumptions given above the overlap of density 
associated with the propagated "doorway" state ~(~)(t) with 
the density of the "window" state Z(01) resembles the signal of 
the proposed pump-probe  experiment [-28]. 

Figure 7 shows our simulated pump-probe  spectra of the 
CgA molecule. The upper panel illustrates the correlation 

I 

b 

xlO 

0 1 2 3 4 5 6 7 8 9 10 

delay time [ps] 

Fig. 7a, b. Model pump-probe spectra of CgA. The correlation func- 
tion C~t)(t) defined in (9) characterizes the motion of the wave packet in 
the bright $t state. The time t denotes the time delay between the pump 
and probe pulses, t = 0 corresponds to the end of the pump laser pulse. 
The upper and lower parts of the figure denoted as a and b correspond 
to the different pump pulses shown in Fig. 6 and given in Table 2 
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function C(1)(0 for the low-wavenumber laser excitation with 
COo/(2~c) = 25800 cm- t denoted as a). Although the pump 
pulse was chosen to generate a wave packet below the 
surface crossing (see Fig. 6) there are some consequences of 
the diabatic transitions. The function C~)(t) exhibits a slow 
decay of regularly spaced narrow peaks. A closer inspection 
of the intensity pattern reveals that there are pairs of success- 
ive maxima which have similar intensities. Starting at the 
inner turning point, the wave packet ~(~)(0 of the bright state 
moves quasi-periodically towards the outer turning point 
and then back to the inner turning point. On its way, it 
passes the region of the overlap with )~(0 ~) after roughly one 
quarter and three quarters of one vibrational period which is 
1 ps. It is noted that similar intensity patterns with pairs of 
equal peaks were also found in the pump-probe spectra of 
Na2 [31]. Upon approaching the inner turning point there is 
some leakage of probability from the $1 to the S~ state in the 
range of the diabatic potential coupling. This explains the 
slight drop of intensity after every second peak. However, 
even tbr the case of vanishing potential coupling: there is 
a continuous spreading of the wave packet d ~  to the 
anhmnnonicity of the potential. Test calculations: showed 
that the first partial revival of the initial shape of the wave 
packet occurs only after more than 100 ps. Therefore, frac- 
tional revivals [32] do not play a role on the time scale of 
10 ps considered here. 

The effects of the diabatic curve crossing are much more 
drastic for case b) of the high-wavenumber pump laser pulse 
with COo/(2~cc) = 26215 cm-1, The second pair of maxima of 
the function C(1)(t) only reaches half the intensity of the first 
one. After a few more vibrational periods there is a rapid loss 
of structure in the simulated ion signal which is due to 
interference of wave packet motions in the S~ and S~ states 
which interact much more strongly for this case. This 
transition of the structure of the pump-probe spectra as 
a function of the pump pulse wavelength may also serve to 
determine the potential coupling. 

6 Conclusions 

Other effects of non-radiative coupling of the bright to 
the dark state predicted in our calculations are the partial 
lifting of the degeneracy of the al and a2 levels and the 
intensity borrowing of the Sx state. The absence of both 
effects points to additional nonradiative decay mecha- 
nisms starting from the Sx state which are beyond our 
description using a one-dimensional model Hamittonian 
with three electronic states. However, it is planned to 
extend our model to include more degrees of freedom to 
model the effects of vibrational mode coupling of elec- 
tronic states and intramolecular vibrational energy redis- 
tribution (IVR). Recently, Seidner et al. studied the effects 
of mode couplings on internal conversion processes using 
models for torsional photoisomerizations with up to four 
nuclear degrees of freedom [15, 16]. Finally we plan to 
model the C9A torsion using a density matrix description. 
In this approach the effect of competing processes such as 
IVR in $I and Sx as well as solvation effects on the 
torsional spectra and dynamics can also be studied, see 
e.g. [33]. 

Based on this model Hamiltonian and the electronic 
potential curves, we suggest a pump-probe scheme to 
investigate the excited state torsional dynamics of C9A in 
a directly time-dependent manner. A monochromatic 
100 fs laser pulse is used to generate a wave packet in the 
electronically excited S~ state. Then the time evolution of 
this non-stationary "doorway" state is probed assuming 
that ionization takes place only from the "window" region 
where the vibrational ground state wave function of $1 is 
localized. Our model calculations clearly demonstrate the 
influence of the surface crossing on the time dependence of 
the probe signal. For  pump laser excitations below the 
intersections of the $I and the Sx potential, there is a regu- 
lar periodic probe signal while for pumping with higher 
frequency the structure of the probe signal is lost due to 
non-radiative transitions to the Sx state. This work may 
serve as a guideline for future pump-probe experiments. 
By tuning the frequency of the pump laser, the position of 
the potential surface crossing should be directly detectable 
in the structure of the probe (ion) signal. 

The present paper studies the excited state dynamics of the 
C9A molecule using adiabat ic  representation of the elec- 
tronic states. The effects of non-radiative transitions from 
the bright $1 state to a dark "Sx" state are investigated by 
means of time-independent and time-dependent spectro- 
scopy. As a first step, we set up an approximate one- 
dimensional model Hamiltonian for the torsional degree of 
freedom, only. Based on calculated Franck-Condon fac- 
tors, we fit a quartic potential for the dark state and 
a simple diabatic coupling function to the experimental 
fluorescence excitation spectrum. The position of the sur- 
face crossing as well as the strength and the width of the 
coupling function can be determined accurately. However, 
the differences in the resulting two sets of the remaining fit 
parameters indicate some uncertainties of such a fit proced- 
ure. Nevertheless, these empirical potentials may serve as 
a challenging reference for future accurate ab-initio work 
on excited state potentials for the C9A molecule. Moreover, 
these calculations still have to address the question of the 
charge transfer (TICT) nature of the "Sx" state which was 
suggested in [9]. 
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