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Abstract:Smoluchowski-type models for diffusion-influenced reactions (A + B → C) can be
formulated within two frameworks: the probabilistic-based approach for a pair A,B of reacting
particles; and the concentration-based approach for systems in contact with a bath that generates
a concentration gradient of B particles that interact with A. Although these two approaches are
mathematically similar, it is not straightforward to establish a precise mathematical relationship
between them. Determining this relationship is essential to derive particle-based numerical methods
that are quantitatively consistent with bulk concentration dynamics. In this work, we determine the
relationship between the two approaches by introducing the grand canonical Smoluchowski master
equation (GC-SME), which consists of a continuous-time Markov chain that models an arbitrary
number of B particles, each one of them following Smoluchowski’s probabilistic dynamics. We
show the GC-SME recovers the concentration-based approach by taking either the hydrodynamic
or the large copy number limit. In addition, we show the GC-SME provides a clear statistical
mechanical interpretation of the concentration-based approach and yields an emergent chemical
potential for nonequilibrium, spatially inhomogeneous reaction processes. We further exploit the
GC-SME robust framework to accurately derive multiscale/hybrid numerical methods that couple
particle-based reaction-diffusion simulations with bulk concentration descriptions, as described in
detail through two computational implementations.
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I. INTRODUCTION

Smoluchowski’s original diffusion-controlled reaction
theory describes the bimolecular reaction A+B → C in
which diffusion is the transport process in solution that
determines the encounter between reacting pairs [1, 2].
In such systems, the macroscopic bimolecular reaction
rate depends on the diffusion coefficients (DA + DB).
This has been an extremely successful model in physical
chemistry [3–9], with current on-going applications [10–
20]. The theory assumes that a macromolecule A sits at
the origin surrounded by a concentration gradient of B
molecules (ligands). If a B molecule gets close enough to
A, a reaction occurs and the B is absorbed. This pro-
cess is mathematically described by a diffusion equation
for the concentration gradient of B with an absorbing
boundary condition around the A molecule.

A probabilistic version of the same model arose by in-
terpreting Smoluchowski’s diffusion equation as a Fokker-
Planck equation for one B molecule [3, 8, 11, 21], where
the dynamics are now in terms of the probability density
of finding B at a certain point in space. The two mod-
els are mathematically identical except for the far-field
boundary condition. The concentration-based approach
assumes a constant concentration at infinity, where else
the probabilistic approach requires vanishing density at
infinity. As there is not yet a clear probabilistic interpre-

tation of the concentration-based approach, the two ap-
proaches seem incompatible in a rigorous probability the-
ory. Consequently, there is no theoretical framework to
develop probabilistic particle-based simulations that are
statistically consistent with bulk concentration dynam-
ics, a highly relevant issue for multiscale/hybrid reaction-
diffusion simulations. This brings to light the main key
questions addressed in this work:

• What is the connection between Smoluchowski’s
probabilistic and concentration-based approach?

• Can Smoluchowski’s concentration-based approach
be interpreted in terms of a probabilistic model?

• How can this connection be employed to de-
velop particle-based simulations that are consis-
tent/coupled with bulk concentration descriptions?

These questions have been partly pointed out before [22]
and have been somewhat solved [3, 22, 23]. In the work
[3], a microscopic theory (probabilistic) of the kinetics of
irreversible (and reversible) diffusion-influenced reactions
is developed and extended to pseudo-first-order reactions
(very large copy number of Bs). In the thermodynamic
limit, this theory recovers the law of mass action with the
corresponding rate. However, the spatial information is
lost and consequently the full connection with Smolu-
chowski’s concentration-based approach too. More re-
cent approaches developed in [14, 24] present a general
theory of the kinetics of reversible diffusion-influenced re-
actions. Unfortunately, it does not reduce to the Smolu-
chowski’s result in the irreversible limit.

On the computational side, [25] offers a good review of
previous methods and presents a hybrid approach to cou-
ple Brownian dynamics (particle-based) with reaction-
diffusion partial differential equations (PDEs) (concen-
tration description). However, it does not generalize to
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bimolecular reactions, and it is only presented in one di-
mension, limiting its applicability. Furthermore, [26] of-
fers an extensive review that discusses the relationship
between several particle-based and master equation ap-
proaches, which complements many aspects of our work.

In this work, we answer the three questions above
by developing a full stochastic theory of diffusion-
influenced reactions, called Smoluchowski Master equa-
tions (SMEs). Instead of using stochastic diffusion
processes in continuous space, SMEs are based on
continuous-time Markov chains, where the discrete state
space simplifies the calculations and lends itself to com-
putational implementations. Note that, although our
work is based on Smoluchowski-type approaches, the re-
sults are easily extendable to other diffusion-influenced
reaction models, like the Doi model [27], which has cer-
tain modeling and simulation advantages [26, 28–30].

We begin Sec. II with an overview of relevant diffusion-
influenced reaction models. Based on the probabilis-
tic approach, we derive the first SME for an isolated
A − B pair following [11]. In Sec. III, we generalize
the SME to an arbitrary nonconstant number of B parti-
cles by constructing the grand canonical Smoluchowski
Master equation (GC-SME). We further show Smolu-
chowski’s concentration-based approach should be un-
derstood as either the hydrodynamic limit (mean-field)
or the large copy number limit (law of large numbers)
[31, 32] of the GC-SME, a situation analogous to the
Kurtz limit [33, 34], where the mass-action ordinary
differential equation (ODE) is obtained as the hydro-
dynamic/large copy number limit of the chemical mas-
ter equation [35]. This result bridges the probabilis-
tic approach and the concentration-based approach, pro-
viding an unequivocal interpretation of Smoluchowski’s
concentration-based approach in terms of a probabilistic
model. It further provides a statistical mechanical in-
terpretation of the concentration-based approach, which
elucidates interpretations at the particle level, and it es-
tablishes a connection to nonequilibrium thermodynam-
ics through the chemical potential.

Secs. IV and V show how the GC-SME framework
can be employed to consistently couple particle-based
reaction-diffusion (PBRD) simulations with bulk con-
centration dynamics in three dimensions. These multi-
scale/hybrid schemes have several potential applications,
such as: modeling of ion channels [36] and exocytosis
[37], where single-particle resolution is fundamental in
regions of relevance but unnecessary in the far-field; and
modeling of filopodial dynamics [38], where the filopo-
dia is in contact with a larger cytosol compartment that
can be modeled in the bulk. These schemes are illus-
trated through two PBRD simulations that are coupled
to material baths: the first one emulates a constant con-
centration bath, and the second one emulates a time-
and space-dependent material bath inspired by the exo-
cytosis process from cell biology. The latter is trivial to
generalize to bulk concentration dynamics given in terms
of reaction-diffusion PDEs restricted to first-order reac-

tions.
This work is a continuation of [39] into spatiotemporal

stochastic chemical kinetics. The previous work provides
a general stochastic framework for open nonequilibrium
linear networks constructed through Markov chain the-
ory.

II. MODELS OF DIFFUSION-INFLUENCED
REACTIONS

In this section, we will review some of the main mod-
els of diffusion-influenced reactions; more comprehensive
descriptions can be found in [3, 4, 7–9, 27]. Secs. II A
and II B show an overview of the concentration-based and
probabilistic approaches, as well as how they differ from
each other. Sec. II C derives the SME for an isolated
pair by discretizing the state space, which will serve as
an introduction to the GC-SME from Sec. III.

A. Concentration-based approach

The original diffusion-influenced reactions models
for bimolecular reactions A + B −→ C follow a
concentration-based approach [1, 2, 6, 40]. In order to
derive this model, we assume there is one A represented
by a reactive sphere diffusing in space. The frame of ref-
erence is fixed at the center of A, and B molecules diffuse
freely with a diffusion coefficient given by D = DA+DB .
The concentration gradient of B molecules around A is
denoted by c(r, t), and it obeys

∂c(r, t)
∂t

= ∇ ·
[
D∇c(r, t)

]
. (2.1)

The concentration in the far-field, r = R, is assumed
constant, so c(R, t) = c0. The reaction is modeled by
a reaction boundary r = σ given by the sum of the
molecules’ radii. Whenever a B molecule reaches σ by
diffusion, a reaction occurs immediately. We call this
a purely diffusion-controlled reaction since the rate only
depends on the time it takes B to diffuse into the reac-
tion boundary. This is modeled with a purely-absorbing
boundary condition c(σ, t) = 0, which yields the steady
state and the forward reaction rate

css(r) = c0

(
R

R− σ

)[
1− σ

r

]
, kS(R) = 4πDσ

(
R

R− σ

)
(2.2)

since kS(R) = 4πDσ2css
′(σ)/c0. As R→∞, this simply

becomes css∞(r) = c0 [1− σ/r] and kS = 4πDσ, which
is Smoluchowski’s original result [2]. A more general
approach uses a partially-absorbing boundary condition
[1, 40], 4πσ2D∂c(r, t)/∂r

∣∣
r=σ = κc(σ, t), where κ con-

trols the degree of diffusion influence in the reaction rate.
In this case, the steady state and reaction rate as R→∞
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a. b. c.

FIG. 1. Illustrations of different models for diffusion-influenced reactions. In the three approaches, A is fixed at the origin and
r = σ represents the reaction boundary. a. The concentration-based approach: A is surrounded by a concentration gradient
of B generated by a material bath with concentration c0. b. The probabilistic approach: one B diffuses around A undergoing
Brownian motion. c. The SME for an isolated pair: spatial discretization in spherical shells around A of the probabilistic
approach. Here we only track on which shell is the B molecule, and the dynamics follow a continuous time Markov chain.

are

css(r) = c0

[
1− κσ

kS + κ

(
1
r

)]
, kf = κkS

κ+ kS
. (2.3)

The purely diffusion-controlled result is recovered as a
special case in the limit κ→∞.

B. Probabilistic approach (for isolated pairs)

If we consider an isolated pair, one A and one B, we
can derive a probabilistic theory for diffusion-influenced
reactions [3, 8, 21, 41, 42]. Consider A is fixed in the
origin and B diffuses following standard Brownian mo-
tion. We denote f(r, t|r0) the probability of molecule B
being a distance r from A at time t given that it was at
r0 at time 0. This transition probability will obey the
Fokker-Planck equation

∂f(r, t|r0)
∂t

= ∇ ·
[
D∇f(r, t|r0)

]
, (2.4)

f(r, 0|r0) = δ(r − r0)
4πr2

0
, (2.5)

4πσ2D
∂f(r, t|r0)

∂r

∣∣∣∣
r=σ

= κf(σ, t|r0), (2.6)

(2.7)
lim
r→∞

f(r, t|r0) = 0. (2.8)

Eq. (2.5) is the initial condition for the B molecule; Eq.
(2.6) models the reaction boundary, and Eq. (2.8) cor-
responds to vanishing the probability as r → ∞ due to
normalizable total probability. Note this is a well de-
fined stochastic process, where f(r, t|r0) is the “remain-
ing” probability density function in the presence of an
absorbing boundary (diffusion with killing).

Although mathematically similar, the probabilistic ap-
proach from Eq. (2.4) seems to be somewhat incom-
patible with the concentration-based approach from Eq.
(2.1). This is due to the difference in the outer boundary
condition at r = R (or r = ∞) and to dealing with a
probability instead of a concentration. In Sec. III, we
will understand how these two approaches are related,
and the advantages of understanding this relationship.

Note there are alternative models of the reaction pro-
cess, such as the purely absorbing reaction boundary,
f(σ, t|r0) = 0, or even a volume reactivity model, like
the Doi model [27], which has been recently unified with
Smoluchowski-type approaches [8, 43]. Regardless of the
reaction process, the main results in Sec. III and the
computational schemes from Secs. IV and V remain valid
since the results mainly concern the far-field boundary.

C. Smoluchowski master equation

In [11], a discrete time and state Markov chain model
for diffusion-influenced reactions for isolated pairs was
derived. This model recovers the probabilistic model
from Sec. II B in the continuous space limit. In this
section, we will rewrite this model as a Master equation
(continuous-time Markov chain).

Consider a macromolecule A fixed at the origin and
a ligand B diffusing in the space around it. As we
are interested in the diffusive jumps of B in the r di-
rection, we partition the space around A in spherical
shells of width δr (Fig. 1c). If the particle is in shell
i with radius ri = σ + iδr, the probabilities to jump to
the smaller and bigger shells are q̃i,i−1 and q̃i,i+1, given
by q̃i,i±1 = δt

(
D/δr2 ±D/(ri±1δr)

)
. This process is

a discrete-time Markov chain πt+1 = πtP, where πti is
the probability of B being at spherical shell i at time t,
πt = [πt0, πt1, . . . , πti , . . . ], and P the stochastic matrix in
terms of q̃i,i±1. The probability of a reaction A+B → C
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is incorporated into P by adding q̃0,b = κ̃(r)δt, at the
innermost shell r0 = σ (reaction boundary)[11]. In order
to obtain a Master equation, we can subtract πt on both
sides, divide by δt and take the limit δt → 0 to obtain
the SME

dπ(t)
dt

= π(t)Q, (2.9)

where π(t) is the continuous time analog of πt and the
matrix Q is given by

Q =


−(q0,1 + q0,b) q0,1 0 · · · · · · q0,b

...
. . .

0 qi,i−1 −(qi,i−1 + qi,i+1) qi,i+1
...

. . .

 ,

(2.10)
where the transition rates are given by

qi,i±1 = D

δr2 ±
D

ri±1δr
, (2.11)

and q0,b = κ̃(r). Note the rows of Q now sum to zero as
we should expect from a continuous time Markov chain.
The ith equation has the form,

dπi(t)
dt

= qi−1,iπi−1(t)−(qi,i−1+qi,i+1)πi(t)+qi+1,iπi+1(t).
(2.12)

Note we are truncating the system up to shell N (the
(N +1)th column of matrix Q) and that other discretiza-
tions are possible [44]. To strictly recover Eq. (2.6), we
need N → ∞. However it is simpler to add q0,b at the
end of the first row of the matrix, which corresponds to
a periodic boundary condition. This means every time
a particle reacts at σ, a new one is placed at the outer-
most shell rN . This periodic condition will be consistent
with the model from Appendix B; however, it will not be
necessary in Sec. III.

This model describes the probability distribution dy-
namics of one B molecule diffusing around an A molecule
with a reaction boundary at σ; it is the discrete analog of
the probabilistic approach from Sec. II B, and it recovers
Eq 2.4 in the continuous limit [11]. In the next section, we
will construct another discrete-state probabilistic model
that is the analog of the concentration-based approach
of Sec. II A. The advantage of employing a discrete state
space will become evident in Secs. III–V.

III. GRAND CANONICAL SMOLUCHOWSKI
MASTER EQUATION

In order to provide a complete probabilistic interpreta-
tion of Smoluchowski’s original concentration-based ap-
proach from Sec. II A, we need to first generalize the
SME to an arbitrary number m of B particles in the sys-
tem. A simple generalization is achieved by assuming the

total number of particles m remains constant (canonical
ensemble), see Appendix B. In this section, we present
the GC-SME, a generalization of the SME to a noncon-
stant total number of particles m (grand canonical en-
semble). In Sec. III A and Appendix C, we show the GC-
SME recovers the concentration-based approach through
two different limiting behaviors, resembling Kurtz limit
[33, 34], where the mass-action ODE is recovered as a
limiting case of the chemical master equation. These
results will establish the connection between the proba-
bilistic approach of Sec. II B and the concentration-based
approach of Sec. II A. A diagram summarizing the con-
nections between the different models is shown in Fig. 2.
In Sec. III B, we provide a statistical mechanical inter-
pretation of the concentration-based model based on the
GC-SME in order to clarify interpretations at the par-
ticle level. Sec. III C uses the GC-SME to bridge the
concept of chemical potential from a probabilistic level
to a framework of densities.

We begin with the construction of the GC-SME. Anal-
ogous to Sec. II C, we consider a macromolecule A fixed
at the origin and partition the space around A in spher-
ical shells of width δr. The dynamics of the B particles
are described by a master equation for the joint probabil-
ity of having ni B particles in shell i, P (n0, n1, . . . nN , t),
where

∑N
i=0 ni = m is not constant over time. Each par-

ticle will diffuse following the SME dynamics, i.e. the
rates from Eq. (2.9) and (2.11). The inner boundary
is a partially absorbing boundary; however it could be
replaced by other reaction processes, like a purely ab-
sorbing boundary or a volume reactivity model [27]. The
outer boundary allows particles to diffuse out of shell
i = N and be annihilated. We further introduce a mate-
rial bath by adding an additional outer shell i = N + 1
with a constant number of particles that can diffuse into
shell i = N . With these considerations, we can write the
GC-SME

d

dt
P (n0,n1,...,nN ,t) =

reaction boundary

{
P (n0−1,n1,...,nN ,t)q−1,0(n−1)
+P (n0+1,n1,...,nN ,t)q0,−1(n0 + 1)

inner diffusion



+P (n0+1,n1−1,...,nN )q0,1(n0 + 1)
+P (n0−1,n1+1,...,nN )q1,0(n1 + 1)
+P (n0,n1+1,n2−1...,nN )q1,2(n1 + 1)
+P (n0,n1−1,n2+1...,nN )q2,1(n2 + 1)
...
+P (n0,...,nN−1+1,nN−1)qN−1,N (nN−1 + 1)
+P (n0,...,nN−1−1,nN +1)qN,N−1(nN + 1)

outer boundary

{
+P (n0,...,nN +1)qN,N+1(nN + 1)
+P (n0,...,nN−1)qN+1,N (nN+1)

leaving state

{
−P (n0,...,nN )

N∑
k=0

[qk,k+1 + qk,k−1]nk.

(3.13)

We divided the terms of the GC-SME into four cat-
egories: the incoming transitions to the current state
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through the reaction boundary, the incoming transitions
to the current state through diffusion of particles in the
inner shells, the incoming transitions to the current state
through the outer boundary in contact with a material
bath and the transitions leaving the current state through
diffusion or escape through either of the boundaries.

A. Hydrodynamic limit

In this section, we show the mean-field of the
GC-SME recovers the concentration-based approach in
the continuous limit (hydrodynamic limit), finalizing a
clear-cut connection between the probabilistic and the
concentration-based approach (Fig. 2).

We obtain the mean-field of the GC-SME by deriving
an equation for the expected number of molecules at shell
i. Multiplying the GC-SME by ni, summing over all the
possible number of molecules {n̄} = {n0, . . . , nN} for all
j = 0, 1, 2 . . . , using that 〈ni〉 = E[Ni = ni] and doing
some algebra, we obtain the mean-field equation∑
{n̄}

ni
d

dt
P (n0, n1, . . . , nN , t) = d 〈ni〉

dt
=

〈ni+1〉 qi+1,i − 〈ni〉 [qi,i+1 + qi,i−1] + 〈ni−1〉 qi−1,i

+
N∑

j=−1
[〈ninj〉 qj,j+1 + 〈ninj+1〉 qj+1,j ]︸ ︷︷ ︸

absorbing boundary + inner diffusion + outer boundary

−
N∑
j=0
〈ninj〉 [qj,j+1 + qj,j−1]− 〈ninN+1〉 qN+1,N︸ ︷︷ ︸

leaving state

.

As q−1,k = 0 for all k, and q0,−1 = q0,b, we can join the
two series together. All the terms in the series will cancel
out except for one. This remaining term will also cancel
out with the second term from the “leaving state”. The
only terms left over are

d 〈ni〉
dt

= 〈ni+1〉 qi+1,i−〈ni〉 [qi,i+1 + qi,i−1]+〈ni−1〉 qi−1,i.

(3.14)
Renaming Fi(t) = 〈ni〉, we have exactly the same equa-
tion as Eq. (B.3), so we will have the same limiting
behavior as the one studied in detail in Appendix B. We
will now take the continuous limit. We first substitute
the transition rates from Eq. (2.11) to obtain

dFi(t)
dt

= D

[
Fi+1(t)− 2Fi(t) + Fi−1(t)

δr2

]
−2D
ri

[
Fi+1(t)− Fi−1(t)

2δr

]
+ D

δr

[
Fi(t)
ri − δr

− Fi(t)
ri + δr

]
,

(3.15)

which is the same as Eq. (B.4). Taking the limit δr → 0
and scaling the geometrical effects (Eq. (B.6)), we recover

the Smoluchowski equation (Eq. 2.1)

∂f(r, t)
∂t

= D

r2
∂

∂r

(
r2 ∂f(r, t)

∂r

)
,

where the function f(r, t) is the expected value for the concen-
tration. However, in this case, the interesting behavior will
be at the boundaries (i = 0, N in Eq. (3.14)). The resulting
equations are

dF0(t)
dt

= −(q0,1 + q0,b)F0(t) + q1,0F1(t), (3.16)

dFN (t)
dt

= qN+1,NnN+1 − (qN,N+1 + qN,N−1)FN (t) (3.17)

+ qN−1,NFN−1(t),

where we used the fact that the number of particles at i =
N+1 is fixed , 〈nN+1〉 = nN+1. In the continuous limit, in the
same way as Eq. (B.7), the equation for the inner boundary,
Eq. (3.16), will yield the boundary condition for the inner
absorbing boundary

4πDσ2 ∂f(r, t)
∂r

∣∣∣∣
r=σ

= κf(σ, t).

In order to determine the boundary condition in the far-field,
we apply the same methodology to Eq. (3.17). We introduce
a ghost cell at i = N + 1, F̃N+1. By adding and subtracting
terms with F̃N+1, we rewrite Eq. (3.17) in such a way that
we have all the terms from Eq. (3.15) plus some additional
terms. Writing the rates explicitly, we obtain

dFN (t)
dt

= D

[
F̃N+1(t)− 2FN (t) + FN−1(t)

δr2

]
+D

δr

[
FN (t)
rN − δr

− FN (t)
rN + δr

]
− D

δr2 F̃N+1(t) + nN+1qN+1,N

+F̃N+1(t) D

rNδr
− 2D
rN

[
F̃N+1(t)− FN−1(t)

2δr

]
In order to satisfy the main equation (Eq. (3.15)), the addi-
tional terms must be zero, so the ghost cell needs to satisfy

nN+1qN+1,N =
[
D

δr2 −
D

rNδr

]
F̃N+1(t).

We apply directly the scaling from Eq. (B.6); however, in this
case Fi(t) is still discrete, so Fi(t) = 4πr2

i f(ri, t)δr. Addition-
ally, the concentration c0 in the outermost shell is given by
c0 = nN+1/4πr2

N+1δr. We will also call the rate of incoming
particles γ = qN+1,N . Substituting these into the equation,
we obtain

c04πr2
N+1δrγ =

[
D

δr2 −
D

rNδr

]
4πr2

N+1f̃(rN+1, t)δr,

⇒ c0δr
2γ =

[
1− δr

rN

]
Df̃(rN+1, t).

In order to obtain a convergent limit, we need to set the tran-
sition rate γ to have the value

γ = D

δr2 −
D

rNδr
, (3.18)

which yields c0 = f̃(rN+1, t). The limit as δr → 0 yields

f(rmax, t) = c0,
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where the number of particles nN+1 corresponds to a con-
stant bath concentration of c0. The rate γ corresponds to
the diffusion rate for the corresponding discretization, which
is intuitively consistent. Other values of γ could be provided
in the discrete model, but they will not produce the correct
continuous limit. This result shows the concentration-based
approach, with its corresponding boundary conditions, is re-
covered in the hydrodynamic limit of the GC-SME; it is re-
ferred to as hydrodynamic limit following the literature of
interacting particle systems [31, 32].

Note there was a hidden assumption when we stated c0 =
nN+1/4πr2

N+1δr. The state N+1 is different to all the others
since the number of particles does not change even though the
system is continually absorbing particles from it. This is only
feasible if it can access an infinite number of particles. When
assuming a constant concentration c0 = nN+1/4πr2

N+1δr, we
actually refer to the concentration of the whole bath

c0 = 3nbath

4π(R3
∞ − r3

N ) .

In order to have access to an infinite amount of particles, we
need to make the corresponding volume infinite, R∞ → ∞.
At the boundary layer of width δr around rN , the concen-
tration has to be c0 = nN+1/4πr2

N+1δr, where nN+1 → 0 as
δr → 0. Although it might appear the number of particles of
the bath goes to zero, it is actually the opposite; the number
of particles and the volume in the bath must go to infinity at
a fixed rate.

In addition to the hydrodynamic limit, one can also show
that the concentration-based approach is also recovered in the
large copy number limit of the GC-SME; this result is shown
in Appendix C.

With these results, we finalize the connection between the
probabilistic and the concentration-based approach, see Fig.
2. Smoluchowski’s original concentration-based approach is
therefore better understood in terms of a probabilistic model
in two different ways, as the hydrodynamic limit or as the
large copy number limit of the GC-SME. Note the latter does
not require taking the mean field. However, it is not surprising
these two limits converge to the same result since this is a
linear system.

These results will further allow us to generate particle-
based simulations that are consistent with concentration de-
scriptions (Secs. IV and V). The results of one of the simula-
tions is shown in Fig. 3, where the two types of convergence of
the GC-SME are illustrated with particle-based simulations.

We should also emphasize the relevance of moving into a
discrete state setting since it is not clear how one could write
the GC-SME using a continuous state spectrum.

B. Statistical mechanical interpretation

We showed that Smoluchowski’s original concentration-
based approach emerges from the hydrodynamic/large copy
number limit of the GC-SME. This connection yields specific
interpretations of Smoluchowski’s original model. In order to
elucidate them, first note there are two equivalent interpreta-
tions of a system in the grand canonical ensemble [45]:

1. The system is immersed in a large reservoir with which
it can exchange energy and particles.

Probabilistic 
approach

Concentration 
approach

SME GC-SME

?

Discretize state
space

many particles
generalization

hydrodynamic limit
or

large copy number limit

(isolated pair)

FIG. 2. Diagram showing the relationships between the differ-
ent models. The initial unknown is how Smoluchowski’s prob-
abilistic and concentration-based approaches relate to each
other. In order to resolve this, we first derive the SME, which
is a state-space discretization of the probabilistic approach.
Then we derive the GC-SME, a stochastic model that general-
izes the SME to a large number of B particles (non-constant).
Finally, the concentration-based model is recovered as the hy-
drodynamic limit (mean-field) or large copy number limit of
the GC-SME. As in particle-based simulations, one requires
to know the dynamics of the stochastic trajectories, this con-
nection allows developing particle-based simulations that are
consistent with bulk concentration dynamics.

2. The given system and a large number of “hypothetical
copies” can exchange energy and particles with each
other.

Smoluchowski’s concentration-based approach is framed fol-
lowing 1; there is one macromolecule A in the origin sur-
rounded by a concentration gradient of B ligands. A acts as
a sink of ligands since it can react with an infinite number
of them. In most realistic settings, a macromolecule can only
react with one or a finite number of ligands, so why Smolu-
chowski’s original approach models so many systems success-
fully? If we concentrate on the GC-SME instead of the origi-
nal concentration approach, given that B particles are treated
as independent entities, we can easily frame the model follow-
ing either interpretation 1 or 2. The GC-SME therefore allows
us to interpret Smoluchowski’s concentration-based approach
following 2: consider an ensemble of systems each with one
macromolecule A and all inside some solution. Each system
in our ensemble corresponds to a small neighborhood around
each A, where there are no other A’s. The B ligands in the
solution are plentiful and can diffuse through the whole solu-
tion. Therefore, they can be exchanged between the different
systems of our ensemble. This description does not require
one A to react with a large number of B’s because our en-
semble has a large number of A’s as well. This means that the
concentration gradient resulting from Smoluchowski’s original
theory is the average concentration we would observe when
looking around each one of the A’s in the solution.

Although this interpretation was previously stated in [3, 7],
the GC-SME further provides a precise probabilistic inter-
pretation, enabling explicit implementation of particle ex-
change mechanisms that are consistent with concentration-
based models. It should be pointed out that different ex-
change mechanisms at the particle level could potentially yield
the same mean-field behavior; however, physical arguments on
a case by case basis can be used to discard alternative mech-
anisms. In our case, the particles are injected into the system
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FIG. 3. Comparison between the exact solution of Smoluchowski’s original concentration-based approach and particle-based
simulations based on the GC-SME (purely-absorbing boundary). Results are plotted for five different values of the bath
concentration c0 = [0.4, 0.6, 0.8, 1.0, 1.6]; the standard deviation is represented by the shaded regions. The simulations were
performed following the methodology described in Sec. IV, and they were averaged over 6 × 106 time steps, with D = 5,
dt = 0.0002, σ = 1 and rmax = 20. The results were normalized dividing by c0, so these graphs are representative of N fr

j

(see Appendix C). The last plot shows the standard deviations for the five concentrations on top of each other for comparison.
This is a visual representation of the two different types of convergence: the mean field convergence from the hydrodynamic
limit, where the mean matches the exact solution regardless of the bath state concentration; and the large copy number
limit convergence (Eq. (C.3)), where the standard deviation is consistently reduced as the total number of particles increases
(c0 →∞).

following a Poisson process with a constant rate along with
a first-order exit rate; this is physically consistent with the
modeling of diffusion with a Markov model.

C. Emergent macroscopic chemical potential

The chemical potential summarizes the thermodynamics
arising from diffusion and reaction in a chemical system.
Deriving the chemical potential for diffusion-influenced re-
actions could help reconcile nonequilibrium thermodynamics
with chemical reactions [46].

In order to derive the chemical potential, we begin by calcu-
lating a generalized version of Gibbs equilibrium free energy
[47, 48]

φss = −kBT lnP ss,

where P ss is the steady-state probability distribution, kB is
the Boltzmann constant and T the temperature. We will
first calculate this function in terms of the number of parti-
cles, and then we will proceed to a concentration description.
We substitute the (nonequilibrium) steady state distribution
P ss(n0, n1, · · · , nN ), which in the Appendix C is shown to
satisfy Eq. (C.1). As this is only a product of marginal dis-

tributions, we can expand it as

φss(n0, n1, · · · , nN ) = −kBT
N∑
i=0

ln (P ss(ni)) , (3.19)

where P ss(ni) = 〈ni〉 e−〈ni〉/ni! is the marginal steady state
probability of having ni particles on shell i at time t. We can
do a continuous interpolation by using the gamma function
instead of the factorial (note the integral of the continuous
distribution integrates to one),

P ss(ni) = 〈ni〉ni

Γ[ni + 1]e
−〈ni〉 ≈ 1√

2π

[
〈ni〉
ni

]ni

eni−〈ni〉

where for the second equality we simply used Stirling’s ap-
proximation Γ(k+1) ≈

√
2πk(k/e)k and ni+1/2 ≈ ni, which

are both valid for ni � 1. Inserting this again into Eq. (3.19),
we obtain

φss(n0,n1,··· ,nN ) ≈ −kBT
N∑
i=0

ln
(

1√
2π

[
〈ni〉
ni

]ni

eni−〈ni〉
)

≈ kBT
N∑
i=0

ni ln
(

ni
〈ni〉

)
− ni + 〈ni〉+ ln

√
2π.

As this is an energy, the last term is just an irrelevant constant
factor. Furthermore, the number of particles ni, can be simply
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written in terms of the volume and concentration at shell i,
ni = Vici, so we can rewrite the equation as a function of the
volumes and concentrations,

φss(V0,c0,··· ,VN ,cN ) ≈ kBT
N∑
i=0

Vi

[
ci ln

(
ci
〈ci〉

)
+ 〈ci〉 − ci

]
.

As the chemical potential is nothing more than the deriva-
tive of the free energy with respect the concentration, µ(ci) =
∂/∂ci(φ(V1, c1, · · · , VN , cN )), we simply obtain that the chem-
ical potential at shell i is

µ(ci) ≈ kBT ln
(

ci
〈ci〉

)Vi

,

where 〈ci〉 =
∫ ri+δr
ri

4πr2
i c(r)dr and c(r) is the solution to

the original Smoluchowski equation for the concentration, Eq.
(2.1). The quantity (ci/ 〈ci〉)Vi plays the role of the thermo-
dynamic activity in this model. Note the chemical potential
dependence on Vi is necessary since the chemical potential
depends on the spatial partition chosen and of the volume
of each shell in the partition (the concept of defining ther-
modynamic quantities on partitions follows from nonequilib-
rium thermodynamics theory). If we include the boundaries,
the far-field boundary satisfies cN+1 = 〈cN+1〉 and conse-
quently µ(cN+1)=0. On the other hand, the reaction bound-
ary only absorbs molecules, which leads to 〈c−1〉 = ∞ and
µ(c−1) = −∞. The systems is clearly a nonequilibrium open
system driven by a chemical potential difference between the
material bath and the absorbing boundary.

This result bridges the concept of chemical potential at a
probabilistic level to a framework of densities, as previously
done in [47, 48]. However, this work takes it a step further
establishing this connection in a spatially inhomogeneous sys-
tem with a simple reaction process.

One should note that the most relevant quantity is not the
chemical potential per se but the chemical potential differ-
ence. To establish the difference appropriately, we need to
use a consistent partition across the different states. For in-
stance, consider partitions with either radial intervals of equal
length or equal volume in every shell. In the latter case, the
volume becomes irrelevant for the chemical potential differ-
ence. Both partitions would yield different chemical potential
differences, but they would both describe correct dynamics in
their corresponding coordinates.

IV. PARTICLE-BASED SIMULATIONS BASED
ON THE GC-SME

In this section, we apply the previous results to produce ar-
bitrary particle-based simulations coupled to a constant con-
centration material bath in the far-field. These simulations
will be based on the GC-SME from III. Therefore, we consider
a system where the mean far-field (r > R) concentration c0
of B particles is constant. We incorporate one A particle at
the origin with a purely absorbing reactive boundary at r = σ
surrounded by spherical shells of width δr and an additional
outer shell in the region r ∈ [R,R + δr] to model the ma-
terial bath. Analogous to the chemical master equation, we
can write the trajectory representation (Kurtz representation
[33, 34, 49]) of the GC-SME, which tracks the dynamics of

the number of B particles ni(t) in shell i,

ni(t+ τ) = ni(t) +Ri({n̄(t)}, τ),

where R({n̄(t)}, τ) denotes the random change in the number
of particles in shell i and {n̄(t)} is the set of elements ni(t)
for every possible shell i. Naturally, it depends on the time
interval τ and the current state of the system {n̄(t)}. The
process Ri({n̄(t)}, τ) is a composition of two processes:

• The diffusion of B particles in the system,
Di({n̄(t)}, τ), which includes diffusion across shells,
reaction by diffusion into the absorbing boundary
(r = σ) and diffusion out of the system into r > R.

• The injection of B particles coming from the material
bath (outer shell) into the system, Ii({n̄(t)}, τ).

These two processes are in general coupled and can occur at
different time-scales, so the time integration requires a robust
scheme, like Strang splitting [50]. The Strang splitting of
Ri({n̄(t)}, δt) for one time step δt separates the diffusion step
and the injection step as follows

n∗i = ni(t) + Ii({n̄(t)}, δt/2)
n∗∗i = n∗i +Di({n̄∗}, δt)

ni(t+ δt) = n∗∗i + Ii({n̄∗∗}, δt/2). (4.20)

A. Diffusion step

We would like that this method is extendable to arbitrary
reaction-diffusion particle-based simulations without spheri-
cal symmetry. Therefore, we need to remove the constraint
that the diffusion (and reaction) in r < R is modeled through
jumps between spherical shells. In order to do so, the diffusion
step in the Strang splitting algorithm can be done through
a particle-based simulation, like over-damped Langevin dy-
namics dXt =

√
2DdWt, with Wt a three-dimensional Wiener

process, as commonly is the case in reaction-diffusion particle-
based simulations [10, 51, 52], see [53] for an overview. This
can be integrated with the Euler-Maruyama scheme [54] for
each particle

Xj(t+ δt) = Xj(t) +
√

2DN (0, δt), (4.21)

where D is the diffusion coefficient and N (0, δt) a three-
dimensional vector with each entry a normal random variable
with mean zero and variance δt, and j runs over all the B
particles in the system. Note the number of B particles is not
constant over time and that the diffusion coefficient satisfies
the Einstein relation, D = kBTβ, where kB is the Boltzmann
constant, T the temperature and β a constant related to the
damping. If a particle diffuses into an absorbing boundary
(reaction) or into the region r > R, it is no longer considered
part of the system. We chose to use an absorbing bound-
ary (one absorbing A fixed at the origin) in order to verify
the numerical scheme with the analytic solution. However, as
the reaction-diffusion process is no longer restricted to spher-
ical shells, the reaction-diffusion particle-based simulation in
r < R can be arbitrary; we could have chosen many diffusing
reactive A’s as well.
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a. b. c.

FIG. 4. Diagrams of particle-based simulations based on the GC-SME. a. Diagram of a two-dimensional slice of the particle-
based simulation of Smoluchowski’s model with constant concentration in the far-field from Sec. IV. The gray-shaded shell
(R,R + δr] represents the material bath, where nc0 particles can jump into the system at every time step. The blue-shaded
shell (R − δr,R] delimits where the particles from the bath can jump into. The B particles (blue) can diffuse freely following
standard Brownian motion in [σ,R]. If a B particle hits the reactive boundary at σ or escapes to r > R, it is eliminated. b.
Diagram of a two-dimensional slice of the model implemented in Sec. V. Two sources placed at a distance λ1 and λ2 from the
origin represent the calcium channels, which generate a concentration gradient in the intracellular space. The particle-based
simulation is delimited by a half sphere surrounded by the compartments that define the material bath. Each compartment has
a number of particles inside ni that matches the corresponding average concentration in the compartment at a given time. The
compartments volumes vary to keep ni an integer. c. Three-dimensional illustration of the particle-based simulation boundary
showing an equal area partition of the half-sphere. Each element of the partition has a corresponding δri, which generates
compartments with volume Ωi to define the material bath. For the sake of clarity, only a few compartments are shown, and
the compartment size variation is exaggerated.

B. Injection step

In order to implement the injection of particles from the
material bath, it is convenient to adhere to the shell descrip-
tion. However, it is only necessary to define two shells, the
inner shell inside the system r ∈ (R − δr,R] and the outer
shell r ∈ (R,R+ δr], see Fig. 4a. The number of B particles
in the outer shell nc0 has to be consistent with the far-field
concentration c0, i.e we need to find reasonable value of δr
and nc0 such that

c0 = 3nc0

4π((R+ δr)3 −R3) . (4.22)

As δr is constrained by the time step of the simulation by
2Dδt ≤ δr2 [11], we choose an initial guess for δr value slightly
bigger than

√
2Dδt. We further choose nc0 as 4πc0((R+δr)3−

R3)/3 rounded up to the closest integer, and we do a Newton
iteration on Eq. (4.22) as a function of δr. This will yield
the volume (δr) in which an integer number of particles yield
the concentration c0 in the bath. It is important to check
the time-step constraint is fulfilled; if it is not, we require a
higher value for the initial guess of δr, which yields a larger
nc0 and consequently a larger δr. This method will determine
the number of “virtual” particles in the outer shell (bath) and
a consistent value for δr.

The “virtual” particles are injected from the bath (outer
shell (R,R + δr]) into the inner shell (R − δr,R]. Each par-
ticle can jump inside with rate γ(δr), as established in Eq.
(3.18). Note we write γ(δr) to emphasize that γ depends on
the chosen δr. The locations of the particles injected into the
system are somewhere within (R− δr,R]. As the exact loca-
tion of the particles is unknown due to the discrete resolution
of the GC-SME, it is reasonable to choose the location uni-
formly along (R− δr,R]. Once the particles are injected into
the system, they can diffuse following the diffusion step.

C. The particle-based scheme based on the
GC-SME

The scheme described in Sec. IV is depicted in Fig. 4a,
and it is implemented as follows:

Input: Bath concentration c0, diffusion
coefficient D, absorbing boundary σ, domain size
R, time-step δt, initial guess for δr, total number
of time iterations m and Newton iteration tolerance
ε.

1. Use Eq. (4.22) to calculate nc0 (to its
nearest integer) and then approximate
concentration cnum

0 for the given δr.

2. While |cnum
0 − c0| > ε:

(a) δr ← Newton iteration on Eq. (4.22).

(b) Recalculate cnum
0 .

3. If 2Dδt > δr:

(a) Exit, use larger initial guess for δr.

4. For t = [0, δt, . . . ,mδt]:

(a) Inject particles from outer shell into
inner shell for half a time step with rate
γ(δr). Sample location of new particles
uniformly along (R− δr,R].

(b) Diffuse all particles for δt following the
scheme from Eq. (4.21). If particles
crossed the absorbing boundary at r = σ or
the system domain at r = R, remove them.

(c) Inject particles from outer shell into
inner shell for half a time step with rate
γ(δr). Sample location of new particles
uniformly along (R− δr,R].
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Note steps 4a, 4b and 4c correspond to the Strang-splitting
from Eq. (4.20). The results of simulations using this scheme
are shown in Fig. 3, where we further verify the numerical
scheme by showing the simulation results are consistent with
the analytic solution. These simulations were performed us-
ing a purely absorbing reaction boundary. Nonetheless, it
is straightforward to extend the simulation to partially ab-
sorbing reaction boundaries or more complicated reaction-
diffusion schemes since any particle-based scheme can be im-
plemented in the diffusion step.

V. COUPLING PARTICLE AND
CONCENTRATION-BASED SIMULATIONS: AN

APPLICATION TO EXOCYTOSIS

In this section, we generalize the scheme from Sec. IV by
introducing a scheme to couple arbitrary particle-based simu-
lations with time and space-dependent bulk concentration in
the far-field. The far-field dynamics could be known before-
hand or obtained from another model, like reaction-diffusion
PDEs without high-order reactions. Interesting applications
of this scheme arise in intracellular biological processes trig-
gered by changes in calcium concentration through voltage-
gated calcium channels. Examples of such processes are secre-
tion of endocrine and exocrine cells and synaptic transmission,
both of which occur through exocytosis [55–57].

Exocytosis consists of the active transport of molecules out
of the cell. The molecules to be transported are carried in vesi-
cles towards the cell membrane, where the vesicle fuses with
the membrane expelling all of its contents out of the cell. It
is well known that exocytosis is mainly triggered by changes
in calcium concentration triggered by voltage-gated calcium
channels [57]. Considering that vesicle diameters are around
50nm or larger [55], the domain of interest for a particle-based
simulation should be at least four times that size (200nm),
which spans a volume of 8×106nm3. Calcium concentrations
are very nonisotropic; in order to trigger exocytosis, local cal-
cium concentrations between 20µM and 1mM are required.
This depends on the specific process, endocrine secretion is
around 27µM and synaptic transmission above 100µM [55].
This means that the number of particles in the volume of in-
terest could be between one hundred and several thousand,
or even more if the volume of interest is bigger. This number
of particles is big enough to roughly describe the calcium pro-
file by a bulk concentration; however, it is small enough that
specific processes involving calcium molecules would require
a particle-based simulation. In other words, it is ideal for a
coupling like the one we are proposing.

A. The model

As a proof of concept, we begin with a simple model in-
spired in exocytosis. We assume there is a set of NS calcium
sources in the cell membrane, each one of them located at xk
and producing a calcium concentration gradient fk(x, t) (with
k = 1, 2, · · · , Ns) in the intracellular space, Fig. 4b. In the
far-field, we are not interested in high-resolution dynamics,
so a concentration description in terms of a diffusion PDE is
enough; this could potentially be obtained from experiments.
In our case, the concentration gradient will simply be given

by the sum of solutions to diffusion PDEs with an initial con-
centration source at xk,

fk(x, t) = (4πDt)−3/2 exp
[
−|x− xk|

2

4Dt

]
.

We delimit the region of interest by half a sphere around the
membrane, Fig. 4b, where specific calcium-triggered process,
like exocytosis, could occur. In this region, we can incor-
porate arbitrary particle-based reaction-diffusion simulations
to model processes like exocytosis in more detail; however,
we restrict ourselves to simple diffusion for verification pur-
poses. Simulations in this region could also include more
detailed dynamics via MSM/RD [58], where Markov state
models (MSMs) [59–62] extracted from detailed molecular dy-
namics simulations are coupled to particle-based reaction dif-
fusion (RD) simulations. A more realistic simulation of the
membrane could also be implemented with the novel particle-
based membrane model from [63]. We should also note it
is theoretically possible to do a particle-based simulation or
even a molecular dynamics simulation on the whole region.
In practice however this might be unfeasible, impractical and
likely unnecessary.

The main idea is to extend the model from Sec. IV by
incorporating angular and time resolution into the far-field
concentration value. In this case, we will also need an outer
shell covering the half sphere. However, we will need to di-
vide it into angular compartments, so we can emulate the
space-dependent material bath produced by the calcium con-
centration gradient. The scheme is constructed in a similar
manner to that of Sec. IV, but it is applied to each of the
compartments.

We begin by making an equal area partition of the sur-
face of the half sphere of radius R into p regions denoted by
i = 1, · · · , p (Fig. 4c). We introduce two parameters for each
region, δri and ni. The first corresponds to the width that
generates a compartment Ni of volume Ωi, and the second
corresponds to the number of particles inside that compart-
ment. Note each of the compartments, N1, · · · , Np, has a
different width δri, so it is delimited by (R,R + δri] , Fig.
4c. Given a reasonable initial guess of δri, we can estimate
the volume of each compartment as 2πR2δri (an exact calcu-
lation is also possible), and we can obtain a relation for the
bulk concentration ci in each compartment at time t as

ci(t) = 1
Ωi

∫
ωi

(
NS∑
k=1

fk(x, t)

)
dωi. (5.23)

With the implementation of the compartments, the PDE
solution for the far-field and this relation, we can derive the
numerical scheme.

B. Generalized particle-based scheme

The scheme follows analogously from the Sec IV. It will also
be divided in a diffusion and injection step; however, in order
to model the time and space-dependent far-field concentra-
tion dynamics, this algorithm needs to consider each of the
compartments, and requires the additional assumption that
the bulk concentration changes slowly over one time step δt.
Note that, although the diffusion step only implements par-
ticle diffusion, it can be extended to arbitrary particle-based
reaction-diffusion simulations.
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FIG. 5. a. Contour plots of the Calcium concentration profile observed from below the half sphere. The top plots correspond
to the reference based on bulk concentration dynamics while the bottom ones correspond to the ensemble average of 200
particle-based simulations. Both simulations are plotted at four different points in time, 150, 250, 350 and 450 time iterations.
Darker colors correspond to higher concentrations. b. Plot of the Jensen-Shannon divergence between the reference concen-
tration histogram and the ensemble average concentration histogram (over particle simulations) as a function of the number
of simulations used to calculate the ensemble average. This curve is plotted to compare the histograms at different times from
250 to 650 iterations. A value closer to zero means the histograms are closer to each other. As more simulations are used
to calculate the average, we can observe the particle-based simulations are in quantitative statistical agreement with the bulk
concentration dynamics.

Input: Bath concentration c0, diffusion
coefficient D, absorbing boundary σ, domain size
R, time-step δt, initial guesses for δri, total
number of time iterations m, Newton iteration
tolerance ε, partition chosen for compartments
Ωi and averaged bulk concentration function in
compartments ci(t).

For t = [0, δt, . . . ,mδt]:

1. For every compartment i = 1, · · · , Np:

(a) Use Eq. (5.23) to calculate ni (to its
nearest integer) and then approximate
concentration ci(t)num for the given δri.

(b) While |cnum
i (t)− ci(t)| > ε:

• δri ← Newton iteration on Eq.
(5.23).
• Recalculate cnum

i (t).

(c) If 2Dδt > δri:

• Use a larger initial guess for δri
and repeat 1.a and 1.b for current
compartment.

2. For every compartment i = 1, · · · , Np:

(a) Inject particles from compartment i into
system for half a time step with rate
γi(δri). Sample location of new particles
uniformly in the region delimited by the
partition i and (R− δri, R].

3. Diffuse all particles for δt following the
scheme from Eq. (4.21). If particles crossed
the system domain at r = R, remove them.

4. For every compartment i = 1, · · · , Np:

(a) Inject particles from compartment i into
system for half a time step with rate
γi(δri). Sample location of new particles
uniformly in the region delimited by the
partition i and (R− δri, R].

Following the setup from Fig. 4b, we illustrate the results for
a ”proof of concept” simulation with two sources for the Cal-
cium concentration at distances λ1 = λ2 = 5 from the origin.
Fig. 5a shows the concentration contour plots in the half-
sphere region (with radius R = 5) (seen from below) for an
average of 200 particle-based simulation along with the refer-
ence bulk concentration solution at four different times. Fur-
thermore, we compared the three-dimensional concentration
histograms obtained from the particle-based simulations en-
semble averages against the reference concentration solutions.
The similarity between the two distributions was measured
by calculating the Jensen-Shannon divergence [64] between
the two normalized concentration histograms; Fig. 5b shows
this comparison as a function of the number of simulations
used to calculate the ensemble average at different points in
time. We observe the particle-based simulation are in quan-
titative statistical agreement with the bulk concentration dy-
namics, which validates the simulation results. Although we
constructed this scheme with exocytosis applications in mind,
it could be implemented for many other systems.

Note it is straightforward to extend the bulk concentra-
tion description to include several species and unimolecu-
lar reactions, where the dynamics are in terms of reaction-
diffusion PDEs restricted to first-order reactions. Extending
the scheme to incorporate higher-order reactions in the cou-
pling boundary is not trivial since higher-order reactions are
no longer independent of diffusion. This is also an issue in
[25]; however, we think the GC-SME provides a robust frame-
work that will be helpful to address this issue in future work.
Nonetheless, the current scheme can be generalized to arbi-
trarily complicated systems in the particle-based region.
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VI. CONCLUSION

We constructed continuous-time discrete-state Markov
models for diffusion-influenced reactions (SMEs). The first
SME corresponds to the case of an isolated pair of react-
ing particles. In the continuous limit, it recovers Smolu-
chowski’s probabilistic approach. We later introduced the
GC-SME, a generalization of the previous SME to an arbi-
trary non-constant number of ligand particles. In the contin-
uous limit, when taking either the hydrodynamic or the large
copy number limit, the GC-SME converges to Smoluchowski’s
concentration-based approach with a constant concentration
in the far-field. We finally employed this result to implement
two particle-based simulations coupled to bulk concentration
descriptions.

The GC-SME convergence result addresses several mat-
ters of relevance to the theory of diffusion-limited reactions
and stochastic reaction-diffusion processes. First of all, it es-
tablishes a precise connection between the probabilistic and
concentration-based approach as well as an interpretation of
the concentration-based approach in terms of a probabilistic
model; this is essentially an extension of Kurtz limit [33, 34]
to a class of spatially inhomogeneous chemical systems. In
addition, it provides a robust framework for statistical me-
chanical interpretation, which clarifies interpretations at the

particle level and bridges the concept of chemical potential
from a mesoscopic to a macroscopic scale. In a more prag-
matic note, it enables multiscale and hybrid particle-based
schemes by consistently coupling them to reaction-diffusion
PDEs (with only first-order reactions).

The results in this paper provide the blueprints for mul-
tiscale/hybrid numerical frameworks that could potentially
couple particle-based reaction-diffusion simulations with gen-
eral reaction-diffusion PDEs. However, our current approach
only allows for higher-order reactions to occur inside the
particle-based domain since it can only couple diffusion pro-
cesses across the particle-based simulation boundary. There-
fore, it is not yet clear how can one couple high-order reaction
processes consistently. We leave this endeavor for future work.
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Appendix A: Smoluchowski’s model with periodic
flux

In addition to the models of Sec. II, we can also obtain a
concentration-based Smoluchowski model in the canonical en-
semble, i.e. where the total concentration of B is conserved.
This is achieved by using a partially absorbing boundary con-
dition and forcing a periodic flux. The corresponding bound-
ary conditions for the Fokker-Planck equation (Eq. (2.1)) are,

4πσ2D
∂f(r, t)
∂r

∣∣∣∣
r=σ

= 4πR2D
∂f(r, t)
∂r

∣∣∣∣
r=R

= κf(σ, t),

(A.1)

and
∫ R
σ

4πr2f(r, t)dr = 1. These conditions mean that the
probability flux at r = σ is the same as the flux at r = R.
The steady state solution is exactly of the same form as Eq.
(2.3), but with the constant A0 instead of c0,

fss(r) = A0

[
1− κσ

4πDσ + κ

(1
r

)]
, (A.2)

A0 =
[

4π
(
R3 − σ3

3

)
− 4πσκ

4πσD + κ

(
R2 − σ2

2

)]−1

.

This result is a first step to provide a mathematical connection
between theconcentration-based approach and the probabil-
ity approach. It can be easily interpreted as a concentration
gradient for a large number of B molecules, where the ab-
sorbtion flux at σ is exactly the same as the incoming flux

of particle at r = R, but it can also be understood as the
probability distribution for one B molecule, which every time
it is absorbed at r = σ, it is placed back again at r = R.

We should note that the boundary condition in Eq. (A.1) is
also satisfied in the original Collins and Kimball formulation
at steady state from Eq. (2.3). However, in a probabilistic
interpretation, the free parameter A0 would give the normal-
ization constant for the probability, which we can fix so the
probability integrates to one.

Appendix B: Canonical Smoluchowski master
equation

The SME derived in Sec. II C gives us the dynamics of the
probability of one B molecule in this system. The quantity
πi(t) is the probability of finding one B molecule in shell i
at time t. In this section, we will obtain the SME in the
canonical ensemble for an arbitrarily but fixed number of
B molecules. We assume m independent and identical B
molecules that obey Eq. (2.9). The number of ways to arrange
m independent B molecules in the system, such that ni are in
state i (shell i) while maintaining the total number constant
m = n1 + n2 + . . . + nN , is given by the multinomial distri-
bution [39]. Therefore, we can write the joint probability of
having ni molecules on each state simply as the multinomial

P (n0,n1,...,nN ,t) = m!
n0!n1! . . . nN !π0(t)n0π1(t)n1 . . . πN (t)nN .

(B.1)
Therefore, the expected value of having nk molecules in shell
k at time t is given by the expected value of the multinomial,

E[Nk = nk] = mπk(t), (B.2)
where Nk refers to the random number of particles in shell
k. We now show that the equation satisfied by this expected
value in the continuous limit is the Smoluchowski’s equation
(Eq. (2.1)) with the periodic boundary conditions from Eq.
(A.1).

In the interest of minimizing notation, we will refer to the
expected value of Eq. (B.2), E[Nk = nk], as Fi(t) = mπk(t).
We want to establish a connection between this model and
the original SME from Eq. (2.9). In order to do so, we only
need to multiply by m the equation for the ith shell given by
Eq. (2.12). This yields
dFi(t)
dt

= qi+1,iFi+1(t)− (qi,i−1 + q1,i+1)Fi(t) + qi−1,iFi−1(t).
(B.3)

We will now follow a similar procedure to that of [11].
Substituting the corresponding values for the transition rates
given in Eq. (2.11), we obtain the following equation

dFi(t)
dt

= D

[
Fi+1(t)− 2Fi(t) + Fi−1(t)

δr2

]
−2D
ri

[
Fi+1(t)− Fi−1(t)

2δr

]
+ D

δr

[
Fi(t)
ri − δr

− Fi(t)
ri + δr

]
. (B.4)

We can now take th limit as δr → 0 to obtain
∂F (r, t)
∂t

= D
∂2F (r, t)
∂r2 − 2D

r

∂F (r, t)
∂r

+ 2D
r2 F (r, t),

= D
∂2F (r, t)
∂r2 − ∂

∂r

(2D
r
F (r, t)

)
, (B.5)
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where F (r, t)dr is the continuous analog of Fi(t), i.e. the
expected value for the number of B particles in a shell of
width δr in position r and at time t.

This is the expected value computed at any point in the
shell with radius r, so we cannot yet compare it with the
Smoluchowski diffusion equation. In order to do so, we need
the equation for the expected value at any point in space given
by f(r, θ, φ, t)r2 sin(θ)drdθdφ. Integrating this equation in
the angular coordinates due to symmetry yields the expected
value we just obtained, F (r, t),

F (r, t)dr = 4πr2f(r, t)dr. (B.6)

Substituting this result into Eq. (B.5) and doing some al-
gebra, we recover the Smoluchowski original equation, Eq.
(2.1),

∂f(r, t)
∂t

= D

r2
∂

∂r

(
r2 ∂f(r, t)

∂r

)
.

Note that, in this case, the equation has a very precise mean-
ing. The quantity 4πr2f(r, t)δr is the expected number of
particles at the shell of radius r and width δr at time t. More
precisely, the quantity f(r, t) has units of number of particles
per unit volume, so it is the expected value for the concentra-
tion at a given point with position r at time t.

We still need to deal with the boundary conditions. We can
also obtain the equations at the boundaries by again multi-
plying by m the first and last equation of the system of Eqs.
(2.9). The resulting equations for the inner and outer bound-
aries are the following,

dF0(t)
dt

= −(q0,1 + q0,b)F0(t) + q1,0F1(t) (B.7)

dFN (t)
dt

= F0(t)q0,b + FN−1(t)qN−1,N − FN (t)qN,N−1

Note q0,b = κ̃(r), where the physically reasonable assumption
is that the rate κ̃(r) scales inversely to the infinitesimal vol-
ume of the reaction spherical shell, i.e. κ̃(r) = κ/(4πr2δr),
where κ will be the constant rate in the boundary condition
[11].

Substituting the rates into the last two equations at the
inner and outer boundary at shells i = 0 and i = n and doing
some algebra, we obtain the following equations for the inner
boundary ,

dF0

dt
= D

δr2

[
F1 − 2F0 + F0

(
1− δr2

D

κ

4πr2
0δr

)]
−
[
D

r0

F1

δr
+ D

δr

(
F0

r0 + δr

)]
= D

[
F1 − 2F0 + F−1

δr2

]
− 2D

r0

[
F1 − F−1

2δr

]
+D

δr

[
F0

r0 − δr
− F0

r0 + δr

]
, (B.8)

and for the outer boundary
dFN
dt

= D

δr2 [FN−1 − 2FN + FN ]

+
[
D

rN

FN−1

δr
+ D

δr

(
FN

rN − δr

)]
− F0

κ

4πr2
0δr

,

= D
[
FN−1 − 2FN + FN+1

δr2

]
− 2D
rN

[
FN+1 − FN−1

2δr

]
+ D

δr

[
FN

rN − δr
− F0

rN + δr

]
. (B.9)

Note we omitted the time dependence of Fi(t) to simplify
notation. In both cases, Eq. (B.8) and Eq. (B.9), we intro-
duced the ghost cells F−1 and FN+1 respectively to force the
equation to satisfy Eq. (B.4) (the equation satisfied inside the
boundaries). In order for Eqs. (B.8) and (B.9) to be satisfied,
the ghost cells need to satisfy the equations

F0 − F0
κδr

4πDr2
0

= F−1 + δr

r0
F−1 + δr

r0 − δr
F0,

FN − F0
κδr

4πDr2
0

= FN+1 −
δr

rN
FN+1 −

δr

rN + δr
FN ,

which will yield the boundary conditions. Arranging terms,
dividing by δr and taking the limit as δr → 0, we obtain

∂F (r, t)
∂r

∣∣∣∣
r=σ

= κ

4πDσ2F (σ, t) + F (σ, t)
σ

,

∂F (r, t)
∂r

∣∣∣∣
r=rmax

= κ

4πDσ2F (σ, t) + F (rmax, t)
rmax

,

respectively, where r0 = σ is the innermost shell and rmax
is the outermost shell. Applying once again the identity in
Eq. (B.6), we obtain the boundary conditions for the Smolu-
chowski model with periodic flux from Appendix A,

4πDσ2 ∂f(r, t)
∂r

∣∣∣∣
r=σ

= κf(σ, t),

4πDr2
max

∂f(r, t)
∂r

∣∣∣∣
r=rmax

= κf(σ, t).

These are the boundary conditions for the expected value of
the concentration at position r and time t. It should be noted
that the process to obtain the continuous limit of these equa-
tions is analogous to the one we presented in [11].

This result shows that the Smoluchowski model with pe-
riodic flux from Appendix A is the mean field of Eq. (B.1),
i.e. a number m of B molecules, each obeying Eq. (2.9).
The model described by Eq. (B.1) provides a probabilistic
approach to model concentration-based diffusion-influenced
reactions. It not only yields the expected mean field but can
also yield the full probability distribution for all particles.

The steady state of the probabilistic model from Eq. (B.1)
is a nonequilibrium steady state since it always has a constant
flux from the outer boundary into the inner one, so the total
number of particles in the system does not change or fluc-
tuate over time. Therefore, following statistical mechanics
terminology, we say this system is in the canonical ensemble.
Note the original Smoluchowski concentration-based model
(Eq. (2.1)) does not maintain a constant number of parti-
cles (or concentration), unless the system is in steady state.
Therefore, the model from Eq. (B.1) has limited applicability.
Nonetheless, this is the first step to connect the probabilistic
and concentration interpretations. For a general case, see Sec.
III.

Appendix C: Large copy number limit

In this section, we show the large copy number limit of
the GC-SME also recovers the concentration-based approach
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from Sec. II A. We begin by pointing out that Eq. (3.14) is a
particular case of the equation,

d 〈ni(t)〉
dt

=
N+1∑
j=−1
j 6=i

[〈nj(t)〉 qj,i − 〈ni(t)〉 qi,j ] .

which corresponds to a generalized version of the master equa-
tion, Eq. (3.13), where all the states can interact with one
another. In [39], it was shown that a solution to this general
master equation satisfies the following Poisson probability dis-
tribution,

P (n0, n1, . . . , nN , t) =
N∏
i=0

[
〈ni(t)〉 ni

ni!
e−〈ni(t)〉

]
. (C.1)

This can be proved by direct substitution. As our equation is
of the same form, it also satisfies the same distribution. Also
note the expected value for the number of particles at shell i of
this distribution is 〈ni(t)〉. Taking the marginal distribution
by integrating all except one of the variables, we obtain

P (Nj = nj , t) = 〈nj(t)〉
nj

nj !
e−〈nj(t)〉. (C.2)

The random variable Nj which gives the number of particles
at each state/shell obeys a simple Poisson distribution. Now
consider the scaling N fr

j = Nj/c0 (c0 constant). The mean

and standard deviation for N fr
j are then given by

µfr
j = 〈nj(t)〉

c0
σfr
j = 〈nj(t)〉

c0

Using Chebyshev’s inequality, we obtain

Pr(|N fr
j − µfr

j | ≤ ε) ≥ 1−
(
σfr
j

)2
ε2

= 1− 〈nj(t)〉
ε2c20

⇒ Pr(|N fr
j − µfr

j | > ε) < 〈nj(t)〉
ε2c20

. (C.3)

As the total number of particles in the bath goes to infinity
(c0 → ∞), the average number of particles 〈nj(t)〉 at any
given shell will also go to infinity such that the ratio µfr

j =
〈nj(t)〉 /c0 is fixed. We know this ratio is finite because the
equation satisfied by µfr

j is nothing more than a scaled version
of Eq. (3.14). Nonetheless, the ratio 〈nj(t)〉 /c20 will go to
zero as c0 → ∞; therefore, this inequality implies N fr

j will
approach µfr

j in the large copy number limit, i.e. the law
of large numbers. Consequently, N fr

j will also approach the
solution of Eq. (3.14) scaled by c0. Furthermore, we can
carry the continuous limit for Eq. (3.14) scaled by c0, where
the solution is f fr(r, t) = f(r, t)/c0. Consequently, the large
particle number limit (c0 → ∞) of the ratio between local
concentration and the bath state concentration satisfies the
Smoluchowski equation with f fr(rmax, t) = 1.

Note we could have normalized the random variable Nj by
any constant and obtain that

∫ rmax
σ

f fr(r, t)4πr2dr ≤ 1, which
means that f fr4πr2 can be easily confused with a probability
distribution function; however, it is not.
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