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Summary

We present a mathematically consistent numerical algorithm for the simulation of earthquake rupture with rate-and-state friction. Its main features are adaptive time-stepping, a priori mesh-adaptation, and a novel algebraic solution algorithm involving multigrid and a fixed point iteration for the rate-and-state decoupling. The algorithm is applied to a laboratory scale subduction zone which allows us to compare our simulations with experimental results.

Using physical parameters from the experiment, we find a good fit of recurrence time of slip events as well as their rupture width and peak slip. Preliminary computations in 3D confirm efficiency and robustness of our algorithm.
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1. Introduction

Numerical simulations continue to grow in importance as a source of insight into earthquakes and seismic cycles. Due to observational limits, they provide the only way to explore geological systems which are capable of producing rare but hazardous events over longer time scales. We know from laboratory experiments (Dieterich [1979]) that frictional forces are strongly dependent on both the rate of sliding and material memory effects; simulations involving rate-and-state friction (Ruina [1983]) are thus of particular interest.

The numerical realisation of rate-and-state friction is far from trivial, however. A few key challenges can be identified: First, rate-and-state friction models typically lead to nonlinear partial differential equations that are strongly coupled to additional state variables. Second, deformation rates cover a considerable range: In nature, over ten orders of magnitude lie between the plate convergence velocity and typical rupture velocities. This makes adaptive, unconditionally stable time-stepping indispensable. And third, such unconditionally stable time stepping methods typically require the solution of a large-scale, nonlinear algebraic problem in each time step. This necessitates the use of locally refined grids and fast multigrid solvers, in particular in three space dimensions.

Past developments have included the use of boundary element methods which are well-suited for homogeneous problems (Cochard et al. [1994]; Perrin et al.
1995; Lapusta et al. 2000; Lapusta et al. 2009; Kaneko et al. 2010; Barbot et al. 2012), spectral elements (Kaneko et al. 2008) and discontinuous Galerkin for a regularised model (Pelties et al. 2014) as spatial discretisation schemes. To discretise in time, implicit methods have already been employed on a few occasions (Pelties et al. 2014) and in addition to adaptivity (Liu et al. 2005), a physically motivated step size control has seen repeated use (Lapusta et al. 2000; Lapusta et al. 2009; Kaneko et al. 2010; Barbot et al. 2012).

These approaches have successfully reproduced a rich spectrum of earthquake and slow-slip-related behaviour (Liu et al. 2005; Lapusta et al. 2009) or spatial and temporal variations of seismic slip evolution on seismogenic faults (Lapusta et al. 2000; Kato 2004; Kaneko et al. 2010; Kato 2014) demonstrating the strengths of the strategies applied.

Past developments have not, however, attempted to appropriately resolve the mathematical coupling intrinsic to the rate-and-state components of the constitutive law.

In this article, we present a novel, mathematically consistent solver for the numerical simulation of viscoelastic deformation subject to rate-and-state friction as it occurs, e.g. in subduction zones. Its main features are: Adaptive time-stepping based on an implicit Newmark scheme (Newmark 1959) to resolve almost instantaneous slip events; finite elements with a priori mesh-adaptation to resolve complex geometries and spatial heterogeneities; a fast, reliable algebraic solution procedure involving a fixed-point iteration with adaptive time-stepping is demonstrated through numerical sample computations. We validate our algorithm through a comparison of 2D simulations of a laboratory-scale subduction zone setting with experimental results obtained through analogue modelling. Preliminary computations in three space dimensions indicate the potential of our approach for future real-world simulations.

2. Mathematical model and numerical solver

Equations of motion

We consider a viscoelastic body that slides on top of a rigid foundation, subject to rate-and-state friction. To obtain a mathematical model, we introduce the tensors of viscosity and elasticity \( A \) and \( B \) and take the foundation as a frame of reference. We can then eliminate stress from the momentum balance equation to obtain the initial value problem

\[
\nabla \cdot [A \varepsilon(\dot{u}) + B \varepsilon(u)] + b = \rho \ddot{u} \quad (1)
\]

with the displacement \( u \) and the state field \( \theta \) as unknowns (we denote by \( \varepsilon \) the strain, by \( b \) the body forces, and by \( \rho \) the mass density).

Rate-and-state friction

By rate-and-state friction we mean here the law

\[
\mu(V, \theta) = a \sinh^{-1} \left( \frac{V}{2V_\theta} \right) \quad (2)
\]

\[
V_\theta = \exp \left( -\frac{\mu_* + b \log(\theta V_*/L)}{a} \right) \quad (3)
\]
presented in (Rice et al. 1996) as a regularisation of the equation
\[ \mu(V, \theta) = a \log\left(\frac{V}{V_0}\right) \]
\[ = \mu_* + a \log \frac{V}{V_*} + b \log \frac{\theta V}{L} \] (4)
(see (Marone 1998) for a historical overview), complemented by the evolution equation
\[ \dot{\theta} = 1 - \frac{\theta V}{L}. \] (5)

These conditions, commonly referred to as the *ageing law*, relate the coefficient of friction \( \mu \) to the sliding velocity \( V \) and a material state variable \( \theta \). They contain two reference quantities \( \mu_* \) and \( V_* \) as well as three parameters: The influence of the sliding rate is controlled by \( a \), the state effect is controlled by \( b \) and the length \( L \) determines how quickly \( \theta \) evolves in time.

In our continuum mechanical setting, a condition of the type (2) can be used to constrain the shear stress magnitude \( |\sigma_t| \) through the velocity magnitude \( |\dot{u}| \) (as well as the normal stress \( \sigma_n \) and cohesion \( C \)) by virtue of the equation
\[ |\sigma_t| = \mu(|\dot{u}|, \theta)|\sigma_n| + C \] (6)
and vice versa.

What it does not constrain is the direction of the velocity vector \( \dot{u} \). Under sufficient pressure, however, it can be assumed that no normal displacement occurs (neither penetration nor separation), so that the normal component of \( \dot{u} \) necessarily vanishes. Its tangential component, meanwhile, should be aligned with the tangential stress \( \sigma_t \), which is to say
\[ -|\dot{u}|\sigma_t = |\sigma_t|\dot{u}, \] (7)
By combining the assumptions (6) and (7), we obtain
\[ -\sigma_t = \mu(|\dot{u}|, \theta)|\sigma_n| + C \dot{u} \quad \text{for } \dot{u} \neq 0 \] (8)
and the natural extension
\[ |\sigma_t| \leq C \quad \text{for } \dot{u} = 0 \] (9)
to the case where \( \dot{u} \) does not have a direction. To summarise, we require
\[ \dot{u} \cdot n = 0 \] (10)
\[ -\sigma_t = \mu(|\dot{u}|, \theta)|\sigma_n| + C \dot{u} \quad \text{if } \dot{u} \neq 0 \] (11)
\[ |\sigma_t| \leq C \quad \text{if } \dot{u} = 0 \]
on the contact surface, where \( n \) denotes the outer normal.

**Numerical solver**

By interpreting (4) and (6) in the weak sense we obtain an energetic formulation of the displacement equation that can be written as
\[ \ell = M\ddot{u} + C\dot{u} + K\dot{u} + D j(\theta)(\dot{u}) \] (13)
(or more generally a subdifferential inclusion) with the linear operators \( M, C, \) and \( K \) representing mass, viscosity and elasticity, a linear functional \( \ell \) representing external forces and a nonlinear functional \( j(\theta) \) representing friction. More precisely, this functional is given by a boundary integral
\[ j(\theta)(\dot{u}) = \int_{\Gamma_C} \left[ \int_0^{\dot{u}} \mu(V, \theta)|\sigma_n| + C dV \right] \] (14)
over a state-dependent dissipation potential along the prescribed contact surface \( \Gamma_C \). This abstract reformulation of (4) and
allows to use convexity in the construction of fast nonlinear multigrid solvers after discretisation (Pipping 2014; Pipping et al. 2013).

Our numerical routine proceeds as follows: We use an implicit Newmark scheme (Newmark 1959) as well as adaptive step size control to discretise (13) in time and finite elements to discretise in space. This leaves us with a sequence of similarly structured problems

\[ \begin{align*}
    \dot{b}_n + M \left( \frac{2}{\tau_n} \dot{u}_{n-1} + \ddot{u}_{n-1} \right) \\
    -K \left( u_{n-1} + \frac{\tau_n}{2} \dot{u}_{n-1} \right) \\
    = \left( \frac{2}{\tau_n} M + C + \frac{\tau_n}{2} K \right) u_n \\
    + D_j(\theta_n)(\ddot{u}_n)
\end{align*} \]  

(15)

with matrices in place of operators, vectors instead of linear functionals, and time-step sizes \( \tau_n \).

By assuming the sliding velocity to be constant in (12) over the course of a single time step and approximating it through \( |\dot{u}_{n-1/2}| \) with

\[ \dot{u}_{n-1/2} = \frac{\dot{u}_{n-1} + \ddot{u}_n}{2}, \]  

(16)

we obtain an explicitly solvable ordinary differential equation of the form

\[ \dot{\theta} = 1 - \frac{\theta |\dot{u}_{n-1/2}|}{L}, \]  

with \( \theta(t_{n-1}) = \theta_{n-1} \)  

(17)

at every basal grid node.

Overall, this procedure leaves us with a state-dependent constraint (15) on the velocity \( \dot{u} \) and a velocity-dependent constraint (17) on the state \( \theta \).

The straight-forward approach of inserting the analytical solution to (17) into the velocity constraint (15), whereby \( \theta \) would be eliminated, is not constructive since the resulting problem does not enjoy any convexity properties and will generally be very difficult to solve. If we treat \( \theta \) as known, instead, we obtain a solvable problem. The fact that \( \theta \) is unknown can now be accounted for through a fixed-point problem: Starting from a prediction \( \theta_{n}^{0} \) for the new state \( \theta_{n} \), we can compute a corresponding velocity \( \dot{u}_{n}^{1} \) according to (15), then compute a corresponding state \( \theta_{n}^{1} \) from (17), and continue in this manner until both quantities cease to change.

\[ \begin{align*}
    \theta_{n}^{k-1} & \mapsto \dot{u}_{n}^{k} \quad \text{via (15)} \\
    \dot{u}_{n}^{k} & \mapsto \theta_{n}^{k} \quad \text{via (17)}
\end{align*} \]  

(18)

This fixed-point approach is particularly convenient because the evaluation of the corresponding states \( \theta_{n}^{k} \) can be carried out in closed form, while the velocities \( \dot{u}_{n}^{k} \) can be computed iteratively by fast and reliable multigrid methods (Gräser 2011; TNNMG Methods for Block-Separable Minimization Problems).

As an alternative, one could decouple rate and state by using the known vector \( \dot{u}_{n-1} \) in place of \( \dot{u}_{n-1/2} \) defined in (16). However, explicit discretisations typically suffer from instabilities that necessitate very small time steps to be made, thereby more than cancelling the benefits of the non-coupling: In the numerical experiments presented in the following section, such an explicit scheme leads to nearly twice as much computational effort as our fixed-point approach.
3. 2D simulations on the laboratory scale

3.1. Numerical simulations of seismic cycles

As a particular case of a sliding body, we now consider a laboratory-scale analogue (Rosenau et al. 2009; Rosenau et al. 2010) of a subduction zone shown in figure [1]. A wedge of viscoelastoplastic, rate-strengthening material is driven against a rigid backstop by means of a moving base. The wedge measures 10 cm in depth (this dimension is neglected here), 1 m in length and 27 cm in height, with a dipping angle of approximately 15°. Its lower 6 cm are particularly viscous; further up the base, a block of rate-weakening material serves as the seismogenic zone. This block is 4 cm thick (we treat this thickness as zero), measures 20 cm along the base, and ends 35 cm from the trench, measured along the surface. Since slip events can be expected to nucleate here, we choose to resolve this rate-weakening patch particularly well with our computational mesh as shown in figure [9].

In order to allow for a comparison of our numerical simulation with the laboratory experiments presented in (Rosenau et al. 2009; Rosenau et al. 2010), we take parameters from the physical setup whenever available. The only exception is a smaller bulk modulus accounting for plasticity effects in our elastic material law. The unknown rate-and-state parameters have to be selected by educated guessing from the experimentally determined range of values. An overview of all material parameters is given in table [1].

Our simulations show the expected qualitative behaviour: The surface subsides near the trench and then rises abruptly, repeatedly and periodically. This is illustrated in figure [2] where the evolution of the vertical surface displacement relative to a time average is shown at three different points on the surface. The largest near-instantaneous upward motion is observed above the seismogenic zone (15 cm). Less pronounced displacement occurs further from the trench, first in the same direction (30 cm) and finally in the opposite, downward direction (45 cm).

A different perspective is taken in figure [3] which shows how the the slip rate evolves in time along the base. More precisely, figure [3a] shows four isolines of the basal slip rate relative to plate convergence in the space time plane. We identify three perfectly periodic slip events, which nucleate in the seismogenic zone, spread out, and produce considerable afterslip in the rate-strengthening areas. The last of the three events is shown again in detail in figure [3b] over a time interval of approximately 0.5 s. Note that the experimental resolution in (Rosenau et al. 2009; Rosenau et al. 2010) was limited to one measurement per second and thus less than a single measurement within this period of time.

3.2. Comparison with experimental results

For a comparison of our numerical simulation with the laboratory measurements presented in (Rosenau et al. 2009; Rosenau et al. 2010), we collect statistical data from the experiment (with 50 events) and from the simulation (with 79). Apart from a few events that occur as the wedge passes through an initial transition period from stable loading to unstable sliding, there is no variability in the simulation — we see the same seismic cycle over and over again. This parallels the experimentally observed
events, which, too, show little variation in frequency and magnitude.

In figure 4, experiment and simulation are compared through boxplots of three different quantities: From left to right, we consider recurrence time, rupture width, and peak slip. For the simulation, each box essentially reduces to a single bar because of the strong periodicity, with a few outliers that occur over the course of the aforementioned transition period.

The recurrence times of simulated and observed events look quite similar: Although the median in the experiment is larger than in the simulation, it is so by less than a factor of two; moreover, the simulation falls within the range of experimental observations.

Agreement of rupture widths is very good: Simulated events exceed the median of the experimental results by less than 14% for this quantity.

Peak slip is again similar for simulated and observed events: The simulated events fall within the range of observations and the peak slip median from the experiment is exceeded by less than a factor of two.

3.3. Solver performance

We now report a few observations which illustrate the efficiency and robustness of the underlying numerical solver. We first concentrate on the performance of adaptive time-stepping, then on the fixed-point scheme (18) in combination with fast multi-grid methods, and finally on some features of their interplay.

The first two plots in figure 5 show how adaptive time-stepping captures the two different time scales of a seismic cycle. We focus on the three events that were already considered in figure 3a, now illustrated by isolines of the vertical surface displacement,

Figure 2: Vertical surface displacement relative to a time average, 15 cm, 30 cm, and 45 cm from the trench.
Figure 3: Isolines of the basal slip rate relative to plate convergence.

Figure 4: Comparison of simulation and experiment: Tukey boxplots for recurrence time, rupture width, and peak slip.
Figure 5: From top to bottom: Vertical surface displacement (relative to a time average), time step size, outer fixed-point iterations and total number of inner multigrid iterations for each of the spatial problems.

Figure 6: Computational effort (in terms of the total number of multigrid iterations) over the prescribed error tolerance $\varepsilon$. 
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relative to a time average. Observe how the occurrence of an event is accompanied by the fully automatic time step size reduction of several orders of magnitude.

Our algebraic solver consists of an (outer) fixed-point iteration (18) in combination with (inner) multigrid iterations. The efficiency of this approach is illustrated in the final two plots of figure 5. Here, we show the number of required (outer) fixed-point iterations and the total number of (inner) multigrid iterations for each of the spatial problems. Observe that the required number of outer and inner iterations remains essentially constant over the entire time span: No more than five (outer) fixed-point iterations involving no more than a total of 16 (inner) multigrid steps are necessary to solve any of the spatial problems up to discretisation accuracy, even across multiple seismic cycles.

This kind of efficiency stems not only from the good convergence properties of the iterative algebraic solution procedure but also from a proper choice of the stopping criterion. We terminate the iteration once the difference of two subsequent iterates falls below a prescribed error tolerance $\varepsilon$. The optimal choice can be expected to be of the same order as the adaptive time-stepping tolerance, so that we choose them identical and equal to $\varepsilon = 10^{-5}$. An overly large tolerance would lead to just a single algebraic solution step and thus a simple predictor-corrector scheme but also require a significant reduction of the time step size in order to preserve the overall accuracy. A very small tolerance instead would cause additional fixed-point iterations to be made without an improvement of the overall accuracy, which would then be limited by the discretisation error. These considerations are confirmed in figure 8 which shows the computational effort in terms of the overall number of multigrid steps over the prescribed error tolerance. A fixed point tolerance of about $\varepsilon = 10^{-4}$ appears to be optimal which turns out to be close to the selected tolerance $\varepsilon = 10^{-5}$ taken from the adaptive time stepping procedure as mentioned above.

4. 3D simulations

4.1. Numerical simulations of seismic cycles

To test our methodology in a three-dimensional setting, we consider the subduction zone geometry from figure 1 again, but now increase its depth from 10 cm to 60 cm. As a consequence, lateral effects can no longer be neglected. For the seismogenic zone, we introduce a trapezoidal patch starting at the same distance from the trench as in the 2D model, but now with a length of 15 cm on one side and 25 cm on the other. The trapezoidal shape is chosen in order to stabilise the point of nucleation.

In light of limited computational resources, we select a rather coarse spatial mesh with 10875 unknowns and cell diameters ranging from 1 cm to 30 cm as illustrated in figure 10. Nevertheless, convergence tests confirm that the corresponding accuracy already allows for qualitatively correct simulation results.

Figure 8 shows spatial isolines of the basal sliding velocity along the seismogenic zone (whose outlines are shown in grey) during one seismic event. The different figures represent different snapshots, each taken 10 time steps after the other, starting from the first frame at approximately 994 s until the last frame approximately 0.41 s later. We see here how rupture nucleates on the boundary of the domain, accelerates and grows towards its center, where it is
Figure 7: Number of fixed-point iterations in relation to the adaptive time-step size.

Figure 8: Spatial isolines of the basal slip rate relative to plate convergence at consecutive instants of time.
finally arrested.

4.2. Solver performance

The performance of the numerical solver is essentially the same as in the 2D case.

The topmost plot in figure 7 illustrates the adaption of the time step to the final three slip events of the simulation. Note that, just like in the 2D case, the simulation shows perfectly periodic behaviour. The two lower plots in figure 7 show that the number of outer fixed-point iterations remains essentially the same as in the 2D case.

5. Conclusion

We have presented a novel solution algorithm for the numerical simulation of viscoelastic deformation subject to rate-and-state friction in two and three space dimensions. Our numerical approach is not only fast (because it adapts to the temporal and spatial spacels of the problem) and robust (because errors introduced in one subroutine are eliminated by others) but also flexible enough to allow for material heterogeneities, complex geometries, and future incorporation of additional sources of non-smoothness like contact or plasticity.

Application to a laboratory scale subduction zone provided quantitative agreement of 2D simulations with experiments. A qualitative comparison of our approach with published studies, shows that our algorithm has good potential to capture a range of kinematic behaviours associated to the seismic cycle along various parts of the plate interface contact: We identify slip acceleration preceding the main rupture as shown in several other studies (Liu et al. 2005), decaying afterslip focused below the downdip end of coupling, or lateral excitation of slip events in 3D.

A. Acknowledgements

This work was carried out in project B01 of the CRC 1114 supported by the German Research Foundation.

References


Gräser, C. and O. Sander. “TNNMG Methods for Block-Separable Minimization Problems”. In prep.

Figure 9: Computational domain for 2D simulations on the laboratory scale.

Figure 10: Computational domain for 3D simulations.
Table 1: Material parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Simulation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravitational acceleration</td>
<td>m/s</td>
<td>9.81</td>
<td>9.81</td>
</tr>
<tr>
<td>Bulk modulus</td>
<td>MPa</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td></td>
<td>0.3</td>
<td>unknown</td>
</tr>
<tr>
<td>Viscosity, upper region</td>
<td>kPas</td>
<td>1</td>
<td>unknown</td>
</tr>
<tr>
<td>Viscosity, lower region</td>
<td>kPas</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Mass density $\rho$, upper region</td>
<td>kg/m$^3$</td>
<td>900</td>
<td>900</td>
</tr>
<tr>
<td>Mass density $\rho$, lower region</td>
<td>kg/m$^3$</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Cohesion $C$</td>
<td>Pa</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Friction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td>$\mu$m</td>
<td>22.5</td>
<td>unknown</td>
</tr>
<tr>
<td>$V_s$</td>
<td>$\mu$m/s</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td></td>
<td>0.7</td>
<td>variable$^a$</td>
</tr>
<tr>
<td>$a$, unstable</td>
<td></td>
<td>0.002</td>
<td>unknown$^b$</td>
</tr>
<tr>
<td>$a$, stable</td>
<td></td>
<td>0.020</td>
<td>unknown$^c$</td>
</tr>
<tr>
<td>$b - a$, unstable</td>
<td></td>
<td>0.015</td>
<td>0.015</td>
</tr>
<tr>
<td>$b - a$, stable</td>
<td></td>
<td>$-0.015$</td>
<td>variable$^d$</td>
</tr>
<tr>
<td>Plate convergence velocity</td>
<td>$\mu$m/s</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Experiment duration $T$</td>
<td>s</td>
<td>1000</td>
<td>1000</td>
</tr>
</tbody>
</table>

$^a$ From 0.7 in the bulk to 0.8 in the seismogenic zone.
$^b$ Known upper bound: 0.002.
$^c$ Order of magnitude: 0.010 to 0.020.
$^d$ Order of magnitude: $-0.020$ to $-0.010$. 
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