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1. Introduction

This thesis explores different routes to model reduction in the context of classical
molecular dynamics. Adopting a reductionist’s point of view, our main concern is the
sound causal explanation of observable macroscopic properties, e.g., activation energies
or dynamical stability of conformations in terms of the microscopic physical model.
Notwithstanding computational aspects, the difficulty lies in the sheer complexity of
the microscopic models with their vastly different spatial and temporal scales.

Roughly speaking, reduced modelling comes in two varieties: elimination of
specific (e.g., fast) degrees of freedom (also: modes) from the original model, or
parametrization of certain simplified models. The first approach is usually referred
to as mode reduction, whereas the latter is often termed remodelling. In this thesis we
mainly focus on mode reduction, since sticking to the original microscopic model means
to keep as much of the problem’s physics as possible. (The microscopic models are
based on profound physical and chemical knowledge, both theoretical considerations
and experimental data, which constitutes their empirical adequacy and predictive
power.) In doing so, we extend and refine available methods of mode reduction such as
averaging or projection operator techniques and set them in context with one another.
Nevertheless we also allude to aspects of parametrized models.

Model reduction, as it is understood here, relies on the knowledge of a possibly
multidimensional reaction coordinate. Of course the problem of finding good (i.e.,
physically meaningful) reaction coordinates is highly sensitive to boundary conditions
such as temperature or pressure and hence cannot be addressed without referring
to a specific situation. However for medium-sized molecules such as polypeptides
or Lennard-Jones clusters there are often few natural candidates for good reaction
coordinates, e.g., torsion angles or radii of gyration. Difficulties arise, if solvent
effects play a role, for then the molecules’ configuration space has to be extended to
incorporate the solvent which may lead to systems with varying number of particles.
However we do not address the reaction coordinate problem here.

Central paradigm in reduced modelling: free energy Free energy is arguably
one of the most important and prevalent concepts in molecular dynamics (see the
reviews [1, 2]). According to the general view, free energy describes the tendency of a
molecular system to associate and react. By definition free energy encodes statistical
information about such activated processes, provided the reaction coordinate is
suitably chosen. Hence statistical equilibrium properties such as conformational
weights can be expressed in terms of free energy. It is less obvious that also many
dynamical properties such as transition rates are related to a particular variant of free
energy, as has been pointed out on various occasions, e.g., [3, 4, 5]; for the original
works on transition state theory we refer to the papers of Eyring [6] and Wigner [7].
Interestingly enough, we find that this specific free energy also appears as an effective
molecular potential in most of the reduced models, which casts it a fundamental
dynamical concept. For reasons that will become clear below, we term this second
type of free energy geometric free energy, whereas the first one (which reflects the
equilibrium statistics) will be referred to as standard free energy.

Literature and previous developments The reader may believe that giving a
complete overview of the relevant free energy literature is hopeless. During the last
few years progress has been made towards algorithms that sample standard free energy
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profiles from their derivatives using constrained simulations, exploiting the dichotomy
of free energy as the potential of mean force; the free energy is recovered afterwards
by numerical integration. This method is known as Thermodynamic Integration and
goes back to Kirkwood [8]. The idea of relating the derivative of the free energy to
the averaged force of constraint appears in the work of Miilders et al. [9] for the
first time; however these authors derive a wrong expression emanating from a wrong
definition of the conditional expectation. Correct expressions have been established
in, e.g., [10, 11, 12, 13, 14]. Most of these authors omit the problem of sampling the
respective conditional expectation which is crucial for actual computations; recent
work in that direction is [15, 16, 17]. Later articles by Vanden-Eijnden and co-workers
[13, 5] address the problem of relations among different the free energy definitions,
geometric and standard free energy. Current work that exploits this relations for the
development of efficient algorithms has been done by the author [18].

Mode elimination techniques for ordinary or stochastic differential equations with
multiple scales have a long lasting tradition in celestial mechanics, especially in the
Russian literature, e.g., [19, 20], but also in the climate modelling community; for
instance, see the proceedings [21]. In celestial mechanics typical problems boil down
to finding an appropriate set of action-angle variables [22], whereas climate problems
are often described by stochastic differential equations with slow and fast variables
[23]. In either case the reduced models are obtained upon averaging over the random
perturbations induced by the fast degrees of freedom; the relevant reference regarding
the Averaging Principle is the textbook by Freidlin and Wentzell [24]. (A good and
systematic overview of the current multiscale literature can be found in the review
by Givon et al. [25]). Instances of the just mentioned averaging methods are rare in
molecular dynamics, however. One such case that is studied by Bornemann & Schiitte
[26, 27] or Reich [28, 29] is the elimination of fast bond vibrations by introducing
holonomic constraints (rigid bond approximations). Another current example that is
treated in Yanao et al. [30] is the dynamics of gyration radii as collective variables in
Hamiltonian system; yet these authors pursue a purely deterministic approach which is
more in the spirit of De Leon et al. [31] or Uzer et al. [32]. The only approach known to
the author that addresses stochastic dynamics is a projection operator type method in
E & Vanden-Eijnden [13]. For such systems it may happen that the averaged dynamics
is trivial on the typical observation time scale, whereas relevant effects appear on
longer time scales only. In this case (which, however, does not appear in the examples
considered by us) averaging theorems on diverging time intervals come into play which
were originally stated by Khas’minskii [33]; see also the recent article [34]. The related
problem of large deviations from the averaged equations (for example, if the unresolved
system contains essential barriers) is considered in, e.g., [35].

A significant part of the model reduction literature deals with simplified
parametrized models, typically linear differential equations. Examples involve rigid
base or rigid base-pair models in DNA modelling [36], diffusion models for protein
folding [37], or stochastic differential equations that are coupled to Hidden Markov
Models [38, 39]. Related work on nonlinear Langevin equations which is based on a
Maximum-Likelihood principle is [40]. We abstain from presenting an exhaustive list
of references and instead refer to the bibliography in [41]. For the sake of completeness
we also mention the equation-free approach that has been developed in [42].

Quite often model reduction is also understood in the sense of clustering or state
space decomposition. Most of these methods aim at classifying an essential subspace
onto which the full molecular time series is projected. By this, one obtains a dimension-
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reduced time series which is easier to analyze. Methods of this kind are known,
e.g., by the name of Principal Component Analysis [43, 44] or Proper Orthogonal
Decomposition [45]. Yet another promising approach that allows for the identification
of essential subspaces that are dynamically relevant is the transfer operator approach
by Schiitte et al. [46]; see also the book of Weber [47]. Essential subspace techniques can
be easily linked with methods of mode reduction. For example, a popular approach in
the optimal control community (e.g., see [48]) is to truncate the modes orthogonal
to the essential subspace, a method known by the name of Galerkin projection.
Applications to molecular problems are not known to us though.

Another important part of the literature is concerned with projection operator
techniques that have been established by Mori [49] and Zwanzig [50] in the context
of non-equilibrium statistical mechanics. (See also the review by Hynes [51] or the
monograph by Evan & Morriss [52].) In molecular applications such methods amount
to the derivation of the (non-Markovian) generalized Langevin equation. Examples can
be found in [53, 54]; regarding a systematic study of the projection operator ansatz
for molecular problems we refer to [55]. Contemporary mathematical works concern
closure schemes for the generalized Langevin equation [56], Markovian approximations
[57], or issues related to existence and uniqueness [58]. A good overview can be found
in the new textbook by Chorin & Hald [59]. Related problems such as applications
to Kac-Zwanzig heat bath models are discussed in [60]. A Markovian variant of the
projection operator approach, which can be regarded as least-square approximation in
some suitably defined function space, is called optimal prediction. Typically optimal
prediction is applied to problems involving partial differential equations, for which
the method works quite well (e.g., Burgers’ equation [61], Korteweg-deVries-Burgers
equation [62]). However the application to deterministic Hamiltonian systems yields
rather poor results as has been repeatedly demonstrated, for example, by Hald &
Kupferman [63] or Chorin et al. [64], and instances of stochastic Hamiltonian systems
are not known to us. The only molecular dynamics application we are aware of is in the
article of Seibold [65]; however therein the author mainly focuses on low temperature
asymptotics and aspects of computational efficiency.

Issues addressed in this thesis This thesis deals with very different aspects of
model reduction. The original models range from deterministic mechanical models
on the one hand to stochastic differential equations such as Brownian motion or
Langevin dynamics on the other hand. Each of these models comes along with
its own formalism (covariant formulations in mechanics, It6 calculus for stochastic
differential equations, etc.) which makes it difficult to handle all problems within a
unifying framework. Moreover many problems in molecular dynamics are of genuinely
thermodynamical nature which calls for an appropriate mathematical description of
statistical concepts such as free energy. Here we adopt a more geometric language that
is common to classical mechanics on manifolds. This may seem unusual, especially
for readers that are familiar with stochastic differential equations. But in fact,
many problems in molecular dynamics are problems on manifolds that have an
interesting underlying geometric structure: constrained dynamics on a configuration
submanifold, curvilinear reaction coordinates, and many more. Furthermore the
covariant formalism of mechanics allows for straightforward generalization of statistical
mechanics problems to curved spaces which is suitable, e.g., for sampling certain
probability measures subject to holonomic constraints (cf. Section 4.2).

The general mathematical framework is established in Section 2. We basically
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follow the relevant literature on geometric mechanics by Abraham & Marsden [66]
and review ideas for Hamiltonian systems with randomized momenta that have been
put forward in the work of Schiitte [67]. It turns out that the covariant formalism
of mechanics easily extends to stochastic differential equations which leads, among
others, to a geometric version of It0’s formula which proves that the It6 stochastic
differential equation transforms like a second-order vector field (Lemma 2.11). The
basic language of stochastic differential geometry, on which our considerations are
based, is developed in the books by Stroock [68] and Hsu [69]. By expanding the
ideas therein to Langevin processes, we reveal that the Langevin equation has some
interesting transformation properties as compared to general hypo-elliptic diffusion
processes which are due to its Hamiltonian origin (Lemma 2.10). In particular we
find that the Ito-Stratonovich ambiguity vanishes, if we confine our attention to
point transformations. The geometric viewpoint of molecular dynamics thus highlights
that such different systems as second-order mechanical systems, first-order Brownian
motion and stochastic Langevin equations exhibit common transformation properties.
Additionally it gives rise to a physically intuitive and unifying picture for what is
called entropic effects in conformation dynamics: in case of second-order mechanical
systems, these stem from inertial contributions due to the kinetic energy, but they
can be likewise explained by the interplay between ordinary diffusion and certain
conformational degrees of freedom. In either case these effects are actuated by the
underlying Riemannian structure (see Section 5 for some examples).

Section 3.1 tries to shed some light on the different free energy definitions that
circulate in the literature; cf. the review [13], and see also the schematic overview in
Appendix A. On a purely formal level, Federer’s co-area formula [70] links standard
and geometric free energy by relating the underlying conditional probability densities.
From a physical point of view, the standard free energy can be expressed as a sum of
geometric free energy and an appropriately defined Fixman potential. Neither relation
is actually new, but they both have useful practical implications for Thermodynamic
Integration algorithms that, to the best of our knowledge, have not been taken into
account so far: First of all, we explicate that the famous Blue Moon formula by Carter
et al. [71] for the conditional expectation is an instance of the co-area formula (Section
3.1.2). The Blue Moon ensemble method is a popular and widely-used technique for
the sampling of conditional expectations by means of constrained simulations with an
appropriate reweighting strategy. Yet there has been (and still is) some confusion (e.g.,
see [16, 72, 73]) about whether the weight is affected by the presence of momenta or
velocities in the system. But as we will argue below, reweighting is an issue for any type
of constrained dynamics — no matter if the system involves momenta or not. Secondly,
we demonstrate that geometric free energy can be viewed as the potential of mean
constraint force (see Section 3.1.1 or Section 4.1 regarding holonomic constraints). By
using Thermodynamic Integration it is hence possible to compute the derivative of
the geometric free energy by simply averaging over the Lagrange multipliers (forces of
constraint) that are explicitly available during the simulations without further function
evaluations; cf. also the recent article [17]. Last but not least, the Fixman potential
that marks the difference between geometric and standard free energy can be directly
computed from constrained simulations without computing second derivatives of the
reaction coordinate. This yields a remarkably simple formula for computing standard
free energies that does neither require second derivatives nor reweighting a la Blue
Moon (see Remark 4.14 or the recent article [18] by the author). To the best of the
author’s knowledge all available algorithms do in fact require the calculation of the

4



reaction coordinate’s Hessian; e.g., see [10, 11, 12, 16]. The various contributions to
geometric and standard free energy have concise geometric and physical interpretations
as is worked out in detail in Section 3.1.1. In Section 3.1.2 we also give an answer to
the question in which sense free energy can be understood as a potential of mean force:
if one takes up the position that force is understood as a differential 1-form, then only
the derivative of the geometric free energy qualifies as a (mean) force (viz., the mean
constraint force), while the derivative of the standard free energy exhibits additional
gauge dependencies with regard to transformations of the reaction coordinate.

Section 3.2 is dedicated to the application of the Averaging Principle to diffusion
models, i.e., stochastic differential equations with non-degenerate noise term. If the
reaction coordinate is linear in the configuration variables, then the reduced equations
describe simple diffusion in the free energy landscape; in this particular case, standard
and geometric free energy coincide. If the reaction coordinate is nonlinear, the
application of the Averaging Principle requires that we write the equation globally
in terms of the resolved and the unresolved coordinates. Not only is this difficult
(or even impossible), but it also makes the resulting equations in some respects
intransparent. Therefore we take advantage of the fact that the reaction coordinate
foliates configuration space and consider only local averages of the dynamics on each
leaf, where each leaf is defined by a specific value of the reaction coordinate. The
global picture can then be reconstructed by endowing the locally averaged equations
with an appropriate Riemannian metric that is induced by the reaction coordinate
and is defined for all of its possible values (Section 3.2.2). Although the just described
approach is no longer covered by the Averaging Principle, it turns out that the reduced
system is again an It6 equation which is covariant under transformations of the reaction
coordinate and has a straightforward physical interpretation as a diffusion equation
on a Riemannian manifold. In particular the effective potential energy is given by
the geometric free energy. We briefly illustrate the method by suitable examples (see
Examples 3.10 and 3.11) and discuss its relation to a related approach [13].

For mechanical systems the situation is more complicated, since the equations are
essentially second-order, and thus the requirement that the fast dynamics exhibits a
unique invariant measure for all values of the slow coordinates is difficult to handle
analytically and numerically (see Example 3.12). Therefore we resort to projection
operator techniques or least-square approximations such as optimal prediction [64].
Though similar to standard averaging, these methods account for the fact that the
equations are second-order. As Chorin & Hald have proved in [56], optimal prediction
for Hamiltonian systems leads to reduced models that are again Hamiltonian. Based
on considerations therein, we derive a new and simple expression (3.63) for the
effective total energy that allows for a lucid interpretation as a mechanical system
on a Riemannian manifold which is spanned by the reaction coordinate. As in the
Brownian dynamics case, we demonstrate that the effective potential is given by the
geometric free energy. More sophisticated projection operator techniques like the Mori-
Zwanzig procedure involve the derivation of a generalized Langevin equation, which is
a suggestive way to rewrite Hamilton’s equations as a Langevin-like equation that is
formally equivalent [49, 50]. However we emphasize that the equivalence is only formal,
for the derivation relies on the tacit (but wrong) assumption that the Hamiltonian
system has a unique invariant measure. Although theoretically appealing, the ideas
of Mori and Zwanzig have barely any practical relevance for studying complicated
molecular processes; here we mention it only for the sake of completeness, while
pointing out certain difficulties in connexion with the derivation of the generalized
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Langevin equation (see Remark 3.17 and the preceding paragraph).

Finally in Section 3.4, we propose an ad-hoc alternative to averaging and optimal
prediction that is based on the observation that the unresolved degrees of freedom
often have small amplitude and can thus be approximated by harmonic motions. By
averaging over these modes one ends up with semi-analytic reduced models (both
diffusive and mechanical) that live only on the essential subspace, but still have few free
parameters. Since the parametrization involves only the unresolved parts of a molecule,
these models are easy to compute at the cost of restricted physical interpretability.
Two interesting aspects emerge in connexion with the semi-analytic models: First,
the reduced models are relevant in the context of stiff-bond approximations, since
they explain how the dynamics is altered, when infinitely stiff bonds are replaced
by rigid bonds (i.e., constraints). Work in this direction has been done by Hinch
[74] for diffusive systems and by van Kampen & Lodder [75] and Reich [28] for
mechanical systems. Although we do not contribute new results regarding rigid-
bond approximations, knowledge about practical implications thereof are still not
widespread in the molecular dynamics community (e.g., see [76]). Second, there are
some interesting relations to adiabatic perturbation problems in mechanics [27]. For
instance, it is well-known that averaging problems for small oscillations may suffer from
resonances between the oscillators’ frequencies [20]. It seems, however, that resonances
do not play a role, if the system is appropriately thermalized. Since investigating
resonance effects in stochastic Hamiltonian systems or Brownian motion in detail is
far beyond the scope of this thesis, we provide only numerical evidence for this claim
in Section 3.4.1. However more careful studies would be desirable.

To some extend reduced modelling results in the calculation of (geometric) free
energy profiles. In fact there is a bunch of literature that addresses standard free
energy calculation by means of Thermodynamic Integration, e.g., [71, 77]. However
Thermodynamic Integration proceeds by constrained integration, and it is by no means
clear how standard thermostatting techniques fit constrained integration. It is striking
that the question of how to sample the correct probability measure (constrained
Gibbs measure) is typically ignored; e.g., see [10, 11, 78]. In particular there is a
lot of confusion in the literature whether constrained Hamiltonian systems inherit
fundamental thermodynamical properties from their unconstrained counterparts. For
example, it is common sense in the molecular dynamics community that constrained
Hamiltonian flows do not preserve phase space volume; e.g., see [73, 72, 79, 80].
Additionally there is an ongoing discussion [16] concerning the impact of so-called
hidden constraints on the invariant distribution of constrained second-order systems
and its relation to first-order systems. (Again this remark alludes to the co-area
formula and the problem of Blue Moon reweighting for first-order systems.) We
provide the theoretical background regarding constrained mechanical systems in
Section 4.1. To this end, we basically review available results from the literature
[66, 81]; in particular we adopt an argument in [82] that proves that constrained
Hamiltonian systems are symplectic and therefore volume-preserving (Lemma 4.3).
Taking advantage of this property, we then construct a novel hybrid Monte-Carlo
(HMC) scheme that can be used together with the RATTLE symplectic integrator
for constrained Hamiltonian systems. Following an idea in [83], we can prove that
the corresponding discrete Markov chain is ergodic with respect to the constrained
Gibbs measure on configuration space (Proposition 4.12). Related results for Brownian
motion have recently become available in the work of Lelievre et al. [17]. Therein,
however, the authors prove ergodicity only for the time-continuous process, while

6



disregarding discretization issues. In Section 4.2.3 we generalize their results and
construct a constrained Langevin dynamics, equation (4.27), that conserves a given
holonomic constraint and that preserves the constrained Gibbs measure. (For this
purpose we once more take advantage of the similarity between Hamilton and Langevin
dynamics, borrowing ideas from index reduction techniques for differential-algebraic
equations.) Furthermore we suggest a discretization scheme, equations (4.29)—(4.32),
that can be regarded as a stochastic modification of the RATTLE algorithm. We
should mention that an almost identical algorithm has been published by Vanden-
Eijnden & Ciccotti [84] during the course of this thesis, where the authors could even
prove that the algorithm is second-order accurate. However the article does not address
issues of invariant measures and constrained probability distributions. We conclude
with Section 4.3 by discussing the application of the various sampling schemes to
the calculation of free energy profiles. We especially propose a novel algorithm that
does neither require Blue Moon reweighting of the expectation values nor calculating
second derivatives of the reaction coordinate (see Remark 4.14).

We illustrate the reduction schemes as well as the constrained hybrid Monte-Carlo
sampling by means of several examples in Section 5. Both averaged Brownian motion
and optimal prediction perform remarkably well in terms of dynamical observables
such as transition rates or decay of correlations. (Especially for the latter approach
this comes rather unexpected as optimal prediction for deterministic Hamiltonian
system is known to yield fairly poor results; e.g., see Chorin et al. [64].) Moreover
optimal prediction reveals an interesting (and yet unknown) physical mechanism that
explains the backbone dynamics of a chain-like molecule: for n-butane, for example,
we observe that the angular kinetic energy favours the trans conformation, which
is characterized by a rather slim shape with respect to the principal axis of inertia
and which should be contrasted with the bulky cis conformations. Prima facie this
seems counter-intuitive, since one could expect that the mass distribution of a rotating
molecule tends to spread out due to centrifugal forces. However here the situation
is different, for the backbone rotation is an internal motion of the molecule. Since
the kinetic energy tends to stabilize the more compact trans conformation by slightly
increasing the total energy of the cis conformations, we term the induced force internal
centripetal force. The same rotation mechanism explains the different conformational
stabilities of the glycine dipeptide analogue, for which we study free energy landscapes
and the optimal prediction Hamiltonian along the two central backbone angles: also
here the kinetic energy stabilizes the extended Cb conformations by slightly lowering
their total energy as compared to the bulky C7 conformations. Our calculations also
reveal that the kinetic energy preserves the molecular potential’s symmetry under
parity transformations in the Ramachandran plane, but exhibits an even higher
symmetry itself: the matrix elements of the effective inverse metric are (approximately)
invariant under reflections of the two backbone angles independently, where the slight
perturbation of the symmetry reflects the non-uniform mass distribution along the
peptide’s backbone. To the best of the author’s knowledge symmetry-breaking effects
of the peptide backbones’ mass-distribution have not been studied so far, and more
careful studies would be desirable.

Finally, we survey known results from the literature that deal with corrections to
the Averaging Principle for non-degenerate stochastic differential equations. Problems
involve moderate [85, 86] and large deviations [24, 35] or deviations on long time scales
[33, 34]. We mention them for the sake of completeness and encourage their application
to molecular dynamics problems in the future.
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Summary of the main achievements

e The transformation properties of mechanical systems, non-degenerate diffusion
equations (Brownian motion) and hypo-elliptic Langevin equations are studied.
Restricting our attention to point transformations, it is a common feature of
all such systems that they transform as second-order vector fields. In case of the
diffusion equation, this property reflects the well-known It6 formula. For Langevin
equations the Ito-Stratonovich ambiguity vanishes.

e The various contributions to standard and geometric free energy have concise
geometric and physical interpretations. In particular we reveal that the geometric
free energy is the potential of mean constraint force. As a by-product we provide
an alternative version of the famous Blue Moon ensemble method that turns
out to be an instance of Federer’s co-area formula. It therefore also applies to
constrained first-order systems such as Brownian motion.

e For both averaging and optimal prediction we find that the geometric free energy
appears in the reduced equations as an effective potential, which casts it a
fundamental dynamical quantity. For all practical purposes the optimal prediction
Hamiltonian can be approximated by a sum of kinetic and potential energy (i.e.,
geometric free energy), where the kinetic energy is defined with respect to an
averaged Riemannian metric that is induced by the reaction coordinate.

e Hybrid Monte-Carlo (HMC) for constrained mechanical systems is a novel
algorithm for sampling constrained Gibbs measures and free energy profiles. We
prove a Law of Large Numbers for the time-discrete HMC Markov chain that
holds for any stable step-size. Exploiting the close relationship between Hamilton
and Langevin equations, we derive a constrained version of the Langevin dynamics
that preserves the constrained canonical distribution and allows for calculating
free energy profiles without reweighting or computing second derivatives.

e The performance of the different reduction schemes is demonstrated by means
of two molecular examples: n-butane and the glycine dipeptide analogue. The
reduced systems reproduce essential dynamical observables such as correlations
or transition probabilities. Even more important, the models reveal a common
rotation mechanism for the molecules’ conformational dynamics that can be
explained by the interplay between geometric free energy and the (extrinsic)
geometry of the reaction coordinate.

Some matter of notation We will make extended use of abstract index notations.
Often we will use lowercase Greek indices «, 3, and Latin indices i, j, k to distinguish
between different types of coordinates (e.g., resolved and unresolved coordinates) with
respect to an unspecified basis. Note, however, that this distinction is sometimes
relaxed; then we use Latin indices h,l, m,n to label arbitrary coordinates. Moreover
we use Einstein’s summation convention, that is, we sum over double upper and lower
indices, where the range of the respective indices should be clear from the context.
Using a particular coordinate system, for example, polar coordinates (r, ¢, ¥) we may
also write g'2 or g"% to denote the (1,2) component of a contravariant tensor g (e.g.,
the inverse metric tensor). The reader should be aware of some other abusive notations
that are common in the physical literature. For example, we will use the dot (time
derivative) to denote tangent vectors. That is, if ¢ = (¢!, . ..¢") denotes coordinates on
a configuration manifold @, then we write (¢, ) to denote the respective coordinates



on the tangent space T'QQ. We employ so-called mass-scaled coordinates which allows
us to set the molecular mass to unity throughout this thesis. This is convenient, for it
considerably simplifies the notation, and it allows us to identify tangent and cotangent
space in the sense that ¢ = p. In doing so the velocity vector ¢ on the left is an element
of the tangent space T;,(), whereas the momentum on right hand side is from the dual
space T;'Q. In general this identification will be procured by the metric tensor g on @,
but in the Euclidean case we will exploit this identification without further comment.

The various types of differential operators appearing in the text may seem a little
confusing. Often it is important to distinguish between derivatives that are denoted
by df or Vf, and the gradient of a function f that is written as grad f (the latter is
a vector field, whereas the former denotes a 1-form). For vector fields X,Y we will
sometimes use the symbols VxY for the covariant derivative between vector fields, or
dY (X) = VY - X to denote the directional derivative of a vector field along a vector.
Moreover the bold face symbol D f means the Jacobian of a vector-valued function f.
We may also use the notation Dy f(-, ) or Do f(+, ) to indicate derivatives with respect
to the first or second slot (e.g., slow and fast coordinates) of a function.
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2. Modelling molecular motion

2.1. Lagrangian and Hamiltonian mechanics

In classical molecular dynamics, a molecule is mostly modelled as a natural mechanical
system [87, 88]. The two basic formulations are those of Lagrange and Hamilton:
From a systematic point of view, Lagrangian mechanics seems more fundamental as
it is based on a variational principle that directly leads to a coordinate-invariant
formulation of mechanics. Intriguingly the least action principle was discovered by
Hamilton itself decades after Lagrange stated the Euler-Lagrange equations, and which
is thus also termed Hamilton’s principle [89, 90]. However the equivalent Hamiltonian
formulation which should be distinguished from the variational principle, is better
suited to establish statistical thermodynamics from mechanical principles or to point
out the fundamental relationship with quantum mechanics. The related ensemble
concepts are crucial ingredients of molecular models. We essentially follow the outline
in the textbook [66]; see also [81] for some historical remarks.

Atomic interaction potential The key ingredient to all classical molecular
models is the atomic interaction potential that contains all physically relevant
interactions, where the word physically is to be understood within the scope of classical
molecular dynamics. Here we consider only potentials that do not involve any velocity
interactions and that are at least twice continuously differentiable.

Typically the molecular potential is modelled as a sum of contributions of different
physical origin. For the sake of convenience we endeavour the multi-body notation
with the bold face symbol q; € R3¢ = 1,...,N for the position of the i-th
atom. Roughly speaking, the molecular interaction can be divided into two parts:
local interactions as induced by the bond structure of the molecule, and long-range
interactions like electrostatic interactions, for instance. One rather simple but widely-
used example is the Ryckaert-Bellemans potential for modelling alkane chains [91].
The local interactions are

e harmonic stretching of the covalent bond between the atoms ¢ and ¢ + 1 as
described by Via(qi, Qi+1) o (ri — 7eq)? with r; = ||qi+1 — ail],

e harmonic vibrations of the bond angle formed by the covalent bonds between
three successive atoms which are modelled by Via(qi—1, i, Qit1) < (¥ — eq)?
with the bond angle ¥; = <(qi—1 — i, Qit1 — i),

e motion of the torsion angle w; between two planes each of which is spanned
by three atoms; this potential has a multi-well structure (see Figure 1), and it
depends upon positions of four successive atoms Vis = Vis(Qi—1,9:, Qit1, Qit2)-

Local interactions that involve more that four atoms are not captured by this model.
The corresponding non-bonded interaction are

e electrostatic interaction from the charges of the atoms 7 and k, that are described
by a Coulomb potential V(q;, qx) o 1/d;, with djr = ||a; — ||,

e van der Waals interactions between polarizable atoms that are modelled by a
Lennard-Jones potential Vi,j(q;,qx) o 1/dji — 1/dS,, that contains both short-
range and long-range interactions.

10
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Figure 1. Ryckaert-Bellemans torsion angle potential as a function of the torsion
angle wy; see [91] for the details. The right panel shows the only two proper torsion
angles (dihedral angles) of the united atoms pentane molecule.

This results in the following molecular potential

Via) =Y Voa(ai, ait1) + O Vealaj-1, 95, 9541)
i J

+ Z Vis(Qk—1, Qs Q415 Ai4-2)
%

+ ZVC(QkaQI) + ZVLJ(Qkaql) ;

k,l k,l

where q = (qi,...,qn)7 and the sums run over all the atoms that contribute to
the respective interaction. Other possibly relevant interactions that are not directly
contained in the potential are accounted for by adjusting the parameters in the
potential in an appropriate way. In this sense the molecular potential is semi-empirical,
and in fact using different potentials or force fields may produce vastly different results.
See [92, 44] for the general force field methodology and [93] for a recent comparison
of different force fields for the conformation dynamics of trialanine in water.

Lagrangian mechanics Consider a molecule with configuration space @ C R"
and molecular configurations ¢ = (¢',...,¢")7”. Realistic molecular systems typically
involve a large number N of atoms, therefore the spatial dimension n = 3N is large.
We denote by ¢ = dg/dt the corresponding velocities, and by TQ = @ x R"™ the
tangential bundle over the configuration space Q.

Let further V : @ — R be a smooth molecular interaction potential. Throughout
this thesis we shall assume that any of the two conditions is met: Either the system
is bounded in the sense that V — oo as ||q|| — oo, i.e., the configuration space is
unbounded, but the potential is such that a particle cannot escape to infinity. Or
the system is periodic in the sense that Q = T". That is, @ is isomorphic to a flat
n-dimensional torus. The latter is typically assumed for periodic boundary conditions
or to bound the potential energy. In any case the Lagrange function L : TQ) — R is
of the form kinetic minus potential energy,

L(a,d) = 3 (M. i)~ V(a), 21)
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where M € R™ " is the diagonal, and positive-definite mass matrix, and (-,-) is the
standard inner product between (tangent) vectors in R™. Consider a curve ¢(¢) in Q
with ¢ € [a,b] and fixed endpoints ¢(a) = qa, q(b) = ¢,. Hamilton’s principle states
that if a curve ¢(¢) minimizes the action integral

b
| taw.dw . (22)

then it is a solution of the corresponding Euler-Lagrange equations
d oL 0L
dt o dg'
For a multi-body system in Cartesian space, the Euler-Lagrange equations reduce to

the familiar Newton equations: Let again q; € R? denote the position vector of the
i-th atom in Cartesian space @ = R3N, and let m; be the corresponding atomic mass,

=0, i=1,...,n. (2.3)

such that M = diag(my, m1,m1,...,my,my, my). Then (2.3) becomes
ov
miqi:— 5 izl,...,N.
dq;

A convenient property of the Euler-Lagrange equations (2.3) is that they can be easily
put into a form which is invariant under coordinate transforms (covariant); clearly
Newton’s equations above are not covariant. The covariant formulation is particularly
important, e.g., if a molecule is rigid or partially rigid [36].

Assume that @ is a n-dimensional Riemannian or pseudo-Riemannian manifold
which is endowed with a coordinate-dependent metric g(q) : T,Q x T,Q — R. Here
T,Q is the tangent plane attached to ¢ € @ which we identify with R" as usual.
Alternatively we will denote the metric by (-,-), = (g(q)-,-) and write ¢° (or just g)
for the associated linear map: the metric tensor with elements g;;. The elements of
the respective inverse map ¢f are labeled ¢*.

The proof of the basic statement below is standard and can be found in various
textbooks on geometric mechanics [66]. We give it for the sake of illustration.

Lemma 2.1. Let L : TQ — R be a Lagrange function. Then in coordinates
(q,q) € TQ the Euler-Lagrange equations (2.83) have the covariant form

) o 1%
. i gk ij _
¢ +15%d¢" +g o =0, (2.4)

where

o b (Y Do Do) (25)

ik T 9 Oqk OqJ g
are the symmetric Christoffel symbols on T'Q, and we have set in force the summation
convention which means that we sum over double upper and lower indices.

Proof. Consider the Lagrange function on 7'Q)

. I
L(g.d) = 5954'¢ —V(a),
which gives rise to the standard Euler-Lagrange equations (2.3), that now become
d lagjkqj'k_i_a_vf

4y _
dt (9354 2 Oq' oq’ 0.
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Hence

dgi;  10gik \ ... v
) o 27 gk 4+ 22 —
9i5q" + (3qk 9 8qi qq + 8qi s

which upon multiplying by the inverse metric tensor g* and rearranging indices gives

o OV
-q Tt g7 -k il =0
@+ T +9" 50

with the non-symmetric Christoffel symbols

~ ; 89 il 1 89 ik

I, = il e -9 .
£ < dg" 2 ¢’

Taking into account the symmetry of the summation indices j and k in the Euler-
Lagrange equations above, the quadratic expression F;kq'j ¢* can be rewritten as

a (09 109K\ ik _ lgil gt Ogm  Ogjk g
ogk 2 9q' 2 ogk  OqI g’

where the right hand side of the equation contains the symmetric Christoffel symbols

I‘; i just defined. From this the assertion follows. O

Remark 2.2. Sometimes it is required to write the FEuler-Lagrange equations in
coordinate-free form. This is easily done by means of the lemma above using the
language of covariant derivatives which is common in differential geometry [94, 95].
If ¢(t) is a curve, and X is a vector field, the covariant derivative Ve X is declared
as the directional derivative of X along c(t) which reads

(Ve X)' = X (elt)) + T elt) X () (1)

See [66] for the details. If c(t) is an integral curve of X, and X is the Lagrangian
vector field, as defined by the Fuler-Lagrange equations (2.4), we obtain the following
coordinate-free representation

Ve é(t) +gradVie(t)) =0,

of the Fuler-Lagrange equations, where the gradient of V is defined in coordinates as
(grad V) = g0V /dq?. In fact, if we multiply the last equation by the metric tensor g
(generalized mass matriz) we obtain Newton’s second aziom, F = ma. For a modern
survey of Riemannian geometry and related applications see [96].

Hamiltonian mechanics Given a molecular Langrangian (2.1) we can proceed to
the Hamiltonian formalism by introducing the conjugate momentum variable

oL .
pi:a_qi’ t=1,....n. (2.6)
We call the coordinate pair (g,p) a set of conjugate variables. We assume that the
transformation (g, ¢) — (g, p) is invertible which requires the partial Hessian matrix
(02L/9¢'9¢7) to be non-singular; so far this is the mass matrix M or the metric tensor
g, respectively. We introduce the Hamiltonian as the Legendre transform of L
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where we have to substitute the velocities by the respective momentum variables.
Keep in mind that the sum is taken over the double upper and lower index ¢. Once
the Hamiltonian is defined we directly obtain Hamilton’s equations of motion

i = OH
a Ipi
OH (2.7)
ﬁiz—a—(f, i=1,...,n.
It is a straight consequence of the above definition that
OH 0L
oq* oq*

which together with (2.6) shows the equivalence of Hamilton’s equations and the Euler-
Lagrange equations. Furthermore (2.6) assigns the phase space T*Q with coordinates
(¢,p) to the configuration space @) with coordinates ¢; the bundle 7*Q = @ x R" is
called the cotangent bundle over ). The mapping from the tangent space T'Q to the
cotangent space T*Q is provided by the linear map ¢”,

b * . .
g ZTqQﬁTqQ, pl:gl]qJ7 221,...,TL
which is a slightly more sophisticated way to expresses the well-known relationship
p = Mg between Cartesian velocities and momenta. By the regularity assumption on
the Lagrangian the matrix of ¢” is invertible, so g¥ exists and takes T*Q back to TQ.
On the cotangent space the Hamiltonian has the generic form

1 .
H(q,p) = 59”1%‘1)3‘ +V(q)

and generates Hamilton’s equations (2.7). A coordinate-free representation of
Hamilton’s equations can be obtained using Poisson brackets; see [81] for details.

Hamiltonian flows have some important conservation and symmetry properties:
Let ¥, : T*Q — T7*Q denote the one-parameter group of diffeomorphisms that is
generated by the Hamiltonian. That is, (q(t),p(t)) = P:(q,p) is the solution of the
initial value problem (2.7) with (¢(0),p(0)) = (¢,p)-

First of all, the flow conserves the total energy, H = H o W;. Secondly, it is
reversible in the sense that U:(q,p) = ¥_;(q, —p). Last but not least, it conserves
phase space volume, i.e., det DU, = 1. The last feature follows directly from the
fact that the vector field (2.7) is divergence-free; an even stronger attribute is that
Hamiltonian flows are symplectic which will be explained in the following.

Definition 2.3. Let M be an even-dimensional smooth manifold. A symplectic
structure on M is a closed non-degenerate differential 2-form Q : T, M x T, M — R,
i.e., the following conditions hold true

dY=0 and VE#£03n: Q& n) £0.
The pair (M, Q) is called a symplectic manifold.

As a consequence of Darboux’s Theorem [97] there is a natural symplectic form
on the cotangent space T*@Q that is given by

Q =dq" Adp;. (2.9)
where the skew-symmetric wedge product of two differentials is defined as

Q(&,m) = dq' (€)dpi(n) — dg* (n)dpi(€) .
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with dq*(¢) = ¢&, dpi(¢) = ¢ for ¢ € T.T*Q and z = (q,p). If Q is one-dimensional,
is a volume form. For arbitrary dimension n, the oriented Liouville volume is obtained
by taking n-fold exterior products of the symplectic form,

(_1)11(71—1)/2

A= QA AQ (2.10)
N————

n times

n!

which yields in coordinates
A=dg' A...ANdg" Ndpy A ... Ndp,, .
We will also need [66]

Definition 2.4. Let (M,Q) and (N,Z) be symplectic manifolds. A smooth map
¢ M — N is called symplectic, if S is the pull-back of = by ¢. That is,

Qb* :Qz(gan):E¢(z)(Tz¢'§aTz¢'77)a fOT &UGTZM,

where the tangent map

d
T:0:T-M = TyyN, T.p-C= £¢(7(5))
s=0
explains the derivative of ¢ at z € M; here v(s) denotes a curve in M that satisfies
~v(0) = z and 4(0) = {, and the vector T.¢ - only depends on ¢ but not on the curve.

We consider the particular case of the Hamiltonian flow map ¥, : T*Q — T*Q
with standard symplectic form € = dq* A dp; for which the next statement holds [98].

Proposition 2.5 (Arnold 1989). Hamiltonian flows are symplectic.

Although it is common knowledge, we shall prove the Liouville Theorem as
following from the symplecticness property for the readers convenience:

Corollary 2.6. Hamiltonian flows preserve the Liouville volume W;A = A.

Proof. The wedge product commutes with the pull-back, i.e., the pull-back of the
wedge product is the wedge product of the pull-back. Hence (2.10) gives

(_1)n(n71)/2

UiA = (TEQ) A ... A (TFQ),

n!
but as ¥; ) = Q, according to Proposition 2.5, we conclude that WA = A. O

Assumption 2.7. For the sake of convenience we shall introduce mass-scaled
coordinates q — M~'%2q and p — M~2p, where M is the symmetric positive-
definite mass matriz. This is certainly a symplectic transform, i.e., it preserves the
wedge product, and it allows us to set the molecular masses to one in what follows.

2.1.1. Statistical mechanics: ensemble concepts So far we have considered a
single molecule only; on physical grounds however this is often not the appropriate
perspective: First of all, real experiments mostly deal with ensembles of molecules
rather than with a single molecule. Secondly, it is doubtful that an experimentalist can
precisely prepare or measure the initial state of a single molecule at room temperature.

Hence we study ensembles of molecules. The ensemble will be represented by a
probability distribution of initial states, where the choice of the respective distribution
will depend on the problem under consideration; situations where chemical reactions
occur and the number of particles may change, require other ensemble concepts than
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ensembles with a constant number of particles. We shall mainly treat the case of an
ensemble at constant temperature with a constant number of particles and constant
volume, the so-called canonical ensemble. The time evolution of the initial ensemble is
then governed by the dynamics of the single molecules [67]. This can be understood in
the following way: Let us abbreviate z = (q, p), and let fy(2) be the initial preparation
of the statistical ensemble. Moreover we denote by ¥, the Hamiltonian flow in phase
space E = T*Q. Then the density in time f(z,¢) will be the initial density that is
transported along the orbits of the flow W,, that is,

f(z,t) = (fooW_y)(z), with fo=f(,0). (2.11)
Thus, the density f at time ¢ is the push-forward of the initial density fy by the flow
map ¥,. This is a consequence of Liouville’s Theorem which implies conservation of
probability. The last equation can be rephrased in terms of an evolution equation for
f. If we denote by Xy the Hamiltonian vector field that is defined by (2.7), then f is
governed by the Liouville equation

Of(2st) = —LF(z 1), F(.0) = fo, (2.12)
where the Liouville operator L is defined as

L=Xpy(2) -V, (2.13)
where V is the derivative with respect to z',..., 22". The Liouvillian is skew-adjoint,

if it is considered to act on an appropriate subspace of the Hilbert space L?(dz). For
further reading the interested reader is referred to the original work of Koopman [99].
See also [100] and the references therein.

It is easy to check that the transported density (2.11) satisfies the Liouville
equation, and in fact the Liouvillian is the generator of the corresponding semigroup,

fooW_, =exp(—tL)fo. (2.14)
Accordingly a stationary density is a function p for which p(z) = (p o ¥_;)(z) for
all z € E at all instances of time ¢. Of course, any function of the Hamiltonian,

p(z) = f(H(z)), is a stationary solution of the Liouville equation. One prominent
representative of this class is the canonical density or Boltzmann density

pean(z) = 5 exp(~BH(2)), (2.15)

where
Z:/Eexp(—ﬁH(z)) dz, (2.16)

is the normalization constant (partition function), 5 = 1/T is the inverse temperature,
and dz denotes the Lebesgue measure associated with the Liouville form (2.10).

The semigroup notation above emphasizes the mathematical equivalence of the
particle dynamics and the ensemble dynamics [101]. Indeed the relation (2.14) allows
for likewise studying the statistical properties of the Hamiltonian system (2.7) in
terms of the flow map W,: Consider the set M of probability measures on F, that are
absolutely continuous with respect to the Lebesgue measure dz (Liouville measure).
According to the Liouville Theorem, dz is preserved by the flow and we can introduce
the transfer operator or Frobenius-Perron operator P; that acts on measures p € M,

(Pp)(B) = (uoW_;)(B) for all measurable sets B C E

by means of the action on the associated smooth density,
(Pefo) = fooV_y.
16



This amounts to interpreting the transfer operator in a probabilistic sense for a single
particle, and we can rephrase the stationarity of the Gibbs density, stating that

NCan(dZ) = Pcan (Z) dz

is an invariant measure of the Hamiltonian dynamics, that is, it satisfies P;pican = fcan-
Consult [67, 102] for a detailed discussion in the context of metastability.

Stochastic Hamiltonian systems In general, statistical mechanics is about
computing average quantities with respect to some probability measure. So far we
have omitted the problem of how to compute such averages. In molecular dynamics
the expectation value of an observable A(z) is typically computed via time averages,
exploiting the notion of ergodicity: a typical trajectory will eventually visit all possible
states with p > 0. In a more formal language this means

T
EA(Z):/EA(Z),U(C[Z): lim %/0 A(U,z)dt.

T—o0

The main difficulty here is that the deterministic flow ¥; has no unique invariant
measure, since any function of the Hamiltonian yields a stationary solution of the
Liouville equation. Even worse, the only candidates for ergodic invariant measures, like
the equidistribution on the surface of constant energy, the microcanonical measure, are
singular with respect to the Liouville measure. Conversely this means that we cannot
compute averages with respect to the canonical measure ., from single particle
trajectories [67]. In fact very few Hamiltonian systems are known to be ergodic: certain
billiards and geodesic flows on surfaces of constant negative curvature [103, 104].
However it is possible to define a stochastic Hamiltonian system by averaging out
the momenta from the deterministic flow, by which we obtain a dynamical system
on configuration space only. For simplicity, we shall make two arrangements: Firstly,
we consider only observables A(g) that do not depend on the momenta p € T;Q.
Secondly, we fix an observation time span 7 > 0 and define the discrete flow map

Zor1 =¥z, 2z = (q(te), p(tx)).

Notice that here the subscript denotes a time index that should not be confused
with the respective coordinate label; anyway the distinction should be clear from the
context. Further note that both restrictions are not too severe, as the restriction on
the observables can mostly be circumvented by analytically doing the momentum
averaging, and the discrete flow can be thought of stemming from a symplectic
discretization of the Hamiltonian equations of motion [105, 82].

Let 7 denote the natural bundle projection 7 : T*Q — @ from the cotangent
bundle onto its base, and we let the parametric function

0q(p) = % exp <—§g” (Q)pipj>

denote the probability density of the momentum variable p according to the Gibbs
distribution pcan. The function Z(q) normalizes the momentum density to one. Clearly
the momentum distribution depends on the configuration g by means of the inverse
metric tensor and the normalization constant; nevertheless it is locally Gaussian. We
now introduce a stochastic Hamiltonian system as iterates of the map

Qr+1 = (m o W:)(qx, Pr) (2.17)
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with p, randomly chosen according to the momentum distribution gg, (-). The
respective discrete spatial transfer operator S, that takes probability densities on
Q@ forward in time, can then be defined as

S, f(q) = / (f om0 W,)(q,p) 2a(p) dp.

Note the following important difference between the spatial and the full transfer
operator P;: The full propagator satisfies the semigroup property P;is = PsP;.
However, the definition of the spatial propagator involves a momentum average, and
in general averaging over the initial momenta and integrating up to time, say, 27 gives
a different result than averaging at the initial time and the intermediate time 7. In
particular this means that .S; has no generator.

In the following we will consider S, on the Hilbert space L?(v), that is weighted
by the reduced probability measure v(dq) = 00(q)dgq, where gy is the marginal

0@ = | peanlap)db.
T;Q
The weighted Hilbert space is defined as
L*(v) = {v :Q —R| / (v(q))? v(dq) < oo} (2.18)
Q
with the scalar product
(.01, = | wla(@)vida). (219)

The invariant probability measure that seems to be naturally associated with the
stochastic Hamiltonian dynamical system (2.17) is v. This means for the associated
propagator that it must satisfy S;1 = 1, as 1 denotes the invariant density with
respect to v. And indeed, it follows immediately from the fact that the canonical
density is normalized that S;1 = 1. Moreover the following is true [67]:

Proposition 2.8 (Schiitte 1998). Let @ = T™ be periodic. Then the transfer operator
S, : L?>(v) — L2(v) has a simple eigenvalue N = 1 that is bounded away from the
remaining spectrum. Hence 1 is the unique invariant density in L*(v).

2.2. Stochastic Langevin dynamics

Using deterministic dynamics has several advantages. First of all deterministic
Hamiltonian systems are widely used in the molecular dynamics community and there
is a variety of efficient numerical algorithms available [92, 106]. Moreover there is a
well-established covariant formalism which is flexible enough so as to allow for the
treatment of infinite dimensional problems, systems with symmetries or systems on
manifolds [81]. However one severe drawback for molecular applications is the fact
that there is no unique invariant phase space measure.

The sampling problem is mostly addressed by means of certain thermostatting
techniques like Nosé-Hoover, Berendsen or stochastic Andersen thermostats [88, 107].
Mostly, these algorithms modify the equations of motion in such a way that the
dynamics samples the canonical density, provided the Hamiltonian flow is ergodic
with respect to the microcanonical measure. This is a very strong assumption, and
it is well-known that the ordinary Nosé-Hoover thermostat suffers from ergodicity
problems for certain classes of Hamiltonians [108, 109]. This pathology can be
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removed by employing extensions to the single-oscillator chain or by imposing constant
temperature constraints [110, 111, 112]. But even then, the sampling works well only
if the dynamics is ergodic, and conditions to guarantee ergodicity are still lacking.
Additionally all these more sophisticated methods have in common that due to
their complexity they are relatively hard to implement, and they require a careful
adjustment of the parameters involved. See the recent survey article [113].

A promising alternative is stochastic Langevin dynamics or Brownian
(Smoluchowski) dynamics [13]. These systems are proven to be ergodic under
sufficiently weak assumptions which are similar to those from the last section, i.e.,
periodic or bounded configuration space [114, 115]. A Langevin system can be regarded
as a mechanical system with additional noise and dissipation (friction). The noise can
be thought of modelling the influence of a heat bath surrounding the molecule and
the dissipation is chosen such as to counterbalance the energy fluctuations due to the
noise. In its traditional form the equations of motion read [116]

q(t) = M~ 'p(t)

p(t) = = VV(a(t)) = yM~'p(t) + oW (t),
where 7,0 € R™™ are positive-definite matrices, and W(t) is the standard n-
dimensional Wiener process [117]. Here we use the expedient notation W(t) rather
than dW (t) for the increment of the Wiener process at the price of being less exact
with regard to its correct interpretation [118]; so far it is sufficient to state that we
understand the last equation in the sense of It6, and therefore we will continue using
this notation without further comments and omitting the time argument in most cases.

The fluctuation-dissipation theorem of Kubo [119] states that, if friction and noise

satisfy the fluctuation-dissipation relation 2y = Boo”, then the Langevin equation
defines a Markov process that is ergodic with respect to the canonical measure picap.
For our purposes it is convenient to rewrite the Langevin equation in a slightly different
form: Let H : T*R™ — R be the molecular Hamiltonian in mass-scaled coordinates

H@MZ%@M+V@

with conjugate coordinates z = (g, p). Then the Langevin equation can be written as
)= T -T)VH(2(t) + 2 -W(t), (2.20)

where V denotes the derivative in R?", and we have introduced the 2n x 2n matrices

J—<_01 (1)> F_(g 3) 2_(8 2)

Remark 2.9. In principle the mass scaling g — M~2q, p — M~/2p affects both
friction and noise terms in the Langevin equation in the way that the coefficients v, o
scale according toy — M2y M~2 and o — M~'/%¢. Hence the friction and noise
coefficients become mass-dependent as well [39]. However it is easy to see that the mass
scaling preserves the fluctuation-dissipation relation, and we refrain from making the
scaling explicit. The reader should apologize this abuse of notation.

Covariant form of the Langevin equation: Hamiltonian formulation
Unfortunately there is no canonical way that would lead to a covariant formulation
of the Langevin equation in the spirit of the Euler-Lagrange equations or Hamilton’s
equations. As we shall see below the Langevin equation can be understood either
as an Itd6 or as a Stratonovich equation, as long as we restrict our attention to
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point transformations (i.e., symplectic lifts of configuration space maps to phase
space); the distinction becomes irrelevant. The restriction to point transformations
is not too severe, for the vast majority of physical problems that involve changes of
variables are of that type. We will see below that equation (2.20) transforms like a
dissipative Hamiltonian vector field, no matter whether it is interpreted as an Ito
or a Stratonovich equation.! That is, the Langevin equation has some very specific
properties as compared to general hypo-elliptic diffusion equations which are due to
its Hamiltonian origin.

To the best of the author’s knowledge the available approaches for covariant
representations use projection operator techniques, where the system is coupled to a
heat bath [121, 122]. These approaches involve very specific assumptions concerning
timescale separation between system and bath variables or are based on Markov
approximations of the friction kernel [123]. In principle one could simply apply Ito’s
formula to the Langevin equation, and recognize that it boils down to the familiar
change-of-variables formula. Here we adopt an alternative approach by considering
the associated evolution equation: The time evolution of a function u € L!(dz) is
governed by the Kolmogorov backward equation

Ou(z,t) = Apwu(z,t), u(,0) =1ug, (2.21)
where the backward generator is defined as
1
where Ay, g2 is the degenerate Laplacian with respect to the covariance matrix, i.e.,
Ay gen = tr(2XTV?).

Now we can easily study the transformation properties of the Langevin equation
by means of the corresponding backward equation: Let M = T*@Q be a symplectic
manifold of dimension 2n that is endowed with a Riemannian metric hg, and
understand V as the covariant derivative in T'M. Recall that the Laplace-Beltrami
can be computed as the trace of the Hessian [68]. Further recall that the Hessian
V2f : T,M — T,M is defined as the matrix associated with the bilinear form
d*f(X,Y), where X,Y € TM are two vector fields that are evaluated point-wise

at z € M. It follows from Leibniz’ rule that
Vxdf(Y)=d*f(X,Y)+df (VxY),
and we obtain in coordinates:
0% f af 0
EPf(X, X)) =—=— Tk 1 X;= .
(X, X5) 0210%7 ENPLE L™ 920
Here I‘fj are the symmetric Christoffel symbols associated with the Riemannian metric
ho on T'M that contains the inverse covariance matrix. Now we define the following

pseudo-Riemannian metric
h(z) = F(z) (527) 7 FT(2),
where F is obtained by a Cholesky decomposition of the phase space metric hg = FT F.

(The metric h is pseudo-Riemannian because only the momentum block is non-zero.)
The corresponding symmetric Hessian matrix then reads in coordinates

(V2f)S _h“< °f Iy 8f) : (2.23)

021021 Y9k

1For the geometry of dissipative Hamiltonian vector fields without noise, see [120].
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Double contraction (trace) of the Hessian yields the degenerate Laplace-Beltrami
operator Asx; ps on the phase space M = T*(), in other words: the diffusion generator
of the Langevin equation on the phase space M. We state:

Lemma 2.10. Let Q be a Riemannian manifold that is endowed with a metric g which
is of the form g = BT B, and let H : T*Q) — R be the Hamiltonian

H(q,p) = % {g9(q)"'p,p) + V(q).

Moreover we denote by v and ¢ the usual friction and noise coefficients that satisfy
the fluctuation-dissipation relation 25 = 65T . Abbreviating the canonical coordinates
by z = (¢,p), the coordinate-invariant form of the Langevin equation is

()= T -T)VH(z()) +2-W(t), (2.24)
where the 2n x 2n matrices are defined as
0 1 0 0 o o
=( 5 0) m=(5 shs ) ==(0 5% )

Unwrapping the matriz-vector notation, (2.24) is equivalent to

. OH
q:

Opi

OH  OH y (229)
Di=—7= —Yijm— +o; W, i=1...,n

oq’ Japj J

where v = BTAB, and 0 = BTG are g-dependent friction and noise matrices that
satisfy the fluctuation-dissipation relation 2v = Boo™ .

Proof. The assertion concerning fluctuation-dissipation is trivial. For the first part it
is sufficient to consider the evolution equation associated with the Langevin equation
(2.20). To this end consider the molecular Hamiltonian

() = 3 (€O +V(), (16 €TR" 2R xR,

which gives rise to the Langevin equation (2.20). We shall study the transformation
properties of (2.20) by means of the corresponding backward equation

Dy — <%AE,R% +(s-0) Vi @) .

Here V = (8/dn",...,0/0¢,) is the derivative in R?*, and T',% € R>*2?" are
defined in an obvious way. Consider a diffecomorphism ¢ : @ — R"™ with n = ¢(q)
which has a symplectic lift T*¢ : T*Q — T*R™ to phase space that is given by
(n,€) = (6(q),Dé(q)~Tp). In coordinates (¢, p) the Hamiltonian reads

H(q,p) = % {9(@) 'p.p)+V(g) (V=Vog),

with the induced metric tensor ¢ = BT B, B = D¢. Writing the backward equation in
the new coordinates is straightforward: using (2.23) we obtain for the diffusion part

%AM*Q = %tr (B"66" BD3) =: %tr (2xTVv?)

where Dy denotes the derivatives with respect to the second (momentum) slot, and
V denotes the derivatives with respect to the new coordinates. Also the drift is
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easily accounted for: since (g,p) are conjugate, the Hamiltonian vector field keeps
its canonical form; moreover the dissipation part transforms like an ordinary vector
field on T*Q = R?". The thus transformed drift part reads

0
(J-T)VH =]JVH — ( BTB-Tp >

1

from which the assertion follows upon noting that BT4B~T = BTABg~ ' =~¢~'. O

The proof reveals the origin of the Ito-Stratonovich equivalence in case of
the Langevin equation without using the It0 formula: regarding the backward
operator only the momentum derivatives contributes to the Laplace-Beltrami, and
the momentum transforms linearly under point transformations. In the language of
It6 calculus this means that the second order momentum derivatives in the It formula,
which make up the additional terms, all vanish.

The time evolution of physical densities f € L'(dz) is governed by the Kolmogorov
forward equation, that is in some sense dual to the backward equation [102]

at.f(zvt) = -Afwf(zvt) ) f(v O) = fO ) (226)

where the forward generator,
1
Agw = §A27M -V-J-T)VH. (2.27)

is the formal adjoint of the backward generator on the Hilbert space L?(dz). (Note that
the diffusion part of the operator is self-adjoint in L?(dz) since Ay ps involves only
momentum derivatives, but the metric merely depends on the configuration variables.)
The forward operator can then be rewritten according to

1
2
where we have used that the Hamiltonian vector field is divergence-free. Alternatively
the rightmost divergence can be written as tr(yg~!). Provided that the fluctuation-
dissipation relation is met, the canonical (Boltzmann) density is a stationary solution
of the forward equation, independently of the chosen coordinate system:

Ay = zAs vy —(J-T)VH -V+V.(IVH),

1
Aprcan - 07 Pcan — E GXP(—ﬁH) .

2.3. High-friction dynamics: Brownian motion

The Smoluchowski equation be understood as the high-friction limit of the Langevin
equation. Unfortunately there is some ambiguity in the denotations throughout the
literature: we shall use the term Brownian motion synonymously with Smoluchowski
equation which describes a non-degenerate (elliptic) diffusion process in contrast to
the degenerate (hypo-elliptic) Langevin equation. For the sake of illustration we shall
briefly sketch the transition from Langevin to Smoluchowski for a one-dimensional
system. To this end we write the Langevin equation in second-order form

Mi=-VV(q) —vj+oW.

We introduce a small parameter € > 0 by scaling the friction constant according to
~ — v/€; keeping the correct invariant density requires the scaling o — o /+/€ for the
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noise coefficient. In other words, the high-friction limit amounts to letting € go to zero,
so that we arrive at the singularly perturbed problem

|y o
- + J—
St 2
So far the limit ¢ — 0 would yield the boring result ¢ = 0, as can be seen upon
multiplying the whole equation by e. However this changes if we consider the dynamics
on the diffusive timescale t — t/e, on which the equations of motion take the form

62M{j€ = _VV(QE) —Yge + oW .
Taking the limit € — 0 formally leads to the Smoluchowski equation
Ydo = —VV(qo) + oW . (2.28)

The little word formally should be taken literally, because the white noise in the
equation is unbounded, and therefore we cannot be sure that €2§. goes to zero as €
goes to zero. Nevertheless it can be shown that the sample paths ¢.(¢) converge to
qo(t) with probability one [124, 125].

Mge = -VV(qe) — W,

Covariant form of the Smoluchowski equation: geometric It6 formula
Loosely speaking the Smoluchowski equation can be understood as some sort
of diffusive limit of the Langevin equation. However we have to take care that
the Smoluchowski equation (SE) transforms in a way that is consistent with
transformation properties of the Langevin equation (LE). Given a change of variables
¢ : R™ — @, this property is expressed in the following commutative diagram

T*¢: T*Q—T*R"

(LE, T*R") (LE, T*Q)
y—»ooJ/ l’Y_’OO
(SE, R™) po-R (SE, Q)

Unlike the Langevin equations we understand the Smoluchowski equation strictly in
the sense of It0, because here the distinction really matters as we will see below.
Without loss of generality we set v = 1. Then the fluctuation-dissipation relation
implies that co” o 1. In other words, the noise matrix ¢ is proportional to
an orthogonal matrix. We may even choose 0 = /283! scalar, since the white
noise is invariant under orthogonal transformations [126]. Now the multidimensional
Smoluchowski equation takes the form?

¢=—gradV(q) + /26-1W, ¢qeR". (2.29)

Note that we have tacitly replaced the derivative V by the gradient; the first one
is a one-form, whereas the latter defines a vector field on R™. This might seem
somehow arbitrary but the replacement is owed to the fact that the friction matrix
in the Langevin equation transforms according to v — BT~B under a change of
coordinates. Hence «y¢ is an element of the cotangent space, and suppressing v amounts
to replacing VV by the gradient. For integrable functions v € L!(dq) let us introduce
the Kolmogorov backward equation that is associated with (2.29),

atU(CL t) = Abw U(qu t) ) U('u 0) = Yo

2Setting v = 1 is along the lines of the mass scaling, for we can always make ~ vanish in the
Smoluchowski equation by scaling the coordinates according to g — v~1/2g¢.
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with the elliptic backward generator
Apw = 871A = grad V(g) - V.
We shall prove the following statement which is due to [69)]:

Lemma 2.11. Let Q be a configuration manifold of dimension n that is equipped with

a Riemannian metric g = (-,-), and coordinates ¢ = (¢, ...,q"). Then the covariant
Smoluchowski equation in Ité form reads
¢ =—gradV(q) +b(q) + a(q) - W (2.30)

with the coefficients
b'(q) = —B7¢""T5),  and alq) = /267 1g(q)~! (2.31)

where the I‘;-k are the matrices of the symmetric Christoffel symbols on T'Q,
. 1y (O0g  Ogi; Oy

i, =—g¢ | = 4 2L - 25
” =3 (&JJ "ok~ ag

The Stratonovich equivalent is obtained by omitting the additional drift vector b(q).

Proof. Recall the definition of the diffusion backward generator
Apw = 1A —gradV - V.

Now recall that the gradient of a function V' : @ — R is defined by the equation
dV(w) = (gradV, w>g for all vectors w € T,Q. In coordinates this means

. oV
dV)' =¢Y—.

(erad V)’ = g5

Accordingly, we know that the diffusion on @ is generated by the Laplace-Beltrami

operator on @ which is obtained as the double contraction (trace) of the Hessian

matrix (2.23) or, equivalently, A = div o grad. In coordinates the Laplacian reads

[127]

< 0*v . Ov
Av=g* [ ——— - T, —
J (&ﬂ@q’“ Jk@(f) ’
where I‘ék are the symmetric Christoffel symbols associated with the metric g. We
observe that the first term in the Laplace-Beltrami appears as an ordinary diffusion,

whereas the other one has the formal structure of a drift term. Thus the Laplacian
can be split into two parts, and so the backward generator admits the representation

Apw = Adir + Adrife

with the single operators

TR
e = Q1
— -1 _ijpk kl
Adriet = — (5 9T+ 9 _8ql> —aqk

Writing down the associated It6 stochastic differential equation is straightforward.
The Stratonovich form is obtained by simply considering the Smoluchowski equation
as an ordinary first-order vector field which amounts to erasing all terms that involve
Christoffel symbols. This proves the assertion. O
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Remark 2.12. We point out an important distinction: on the Euclidean configuration
space U C R™ consider the Brownian motion of a free particle
at) = W(t).
Now let ¢ : Q — U be a change of coordinates, such that uw = ¢(q). The map ¢ induces
a Riemannian metric g = J$J¢ on Q, where Jy(q) = D¢(q) is the Jacobian of the
transformation. According to Lemma 2.11 the respective Ité equation on @ becomes
q'(t) = —59" T + a”W; (1),
where a is the uniquely defined positive-definite matriz square root of g—'. However
note that a is not the only admissible choice for the diffusion matriz, that stems
from reinterpreting the diffusion part Agg = 9*90%/9q'0q¢’ in the associated backward
generator in terms of white noise in the differential equation. In particular if we
demand that the two processes are related pathwise by the coordinate map, u(t) =
d(q(t)), then the noise term is altered due to:

i L ki i1
q'(t) = —593krjk + g W;(t),

where J;;j are the entries of the inverse Jacobian qu_l. (In many cases, Jy is uniquely
related to the metric g = J;;FJd, by a Cholesky decomposition. If ¢ is conformal, it may
even happen that Jy is nontrivial, although g =1 and thus o = a.)

As before, it is the Kolmogorov forward equation which governs the time evolution
of densities. For functions f € L'(dq) the forward equation reads [128]

8tf(Qat):Afo(qvt)a f('vo):fo'
The forward operator is defined as the formal adjoint of the backward operator in the
Hilbert space L?(do), where do = /det g(q)dg denotes the volume element on Q. It
is easy to see, using integration by parts, that the forward operator has the form?
Apy = B7TA +grad V(q) -V + AV (q) .
It is then straightforward to show that the Gibbs density

p(a) =  exp(~6V (@)

is a stationary solution of the forward equation, i.e., Agyp = 0. In turn it follows that

(dg) = — exp(— OV () /AeT 9(q) da

is the invariant measure (Gibbs measure) of the Smoluchowski equation (2.30). (Notice
that the Gibbs density p is the density of the Gibbs measure v with respect to the
volume on Q.) There is yet another operator which we will often consider, and that is
formally equivalent to the backward operator but acts on a different function space.
Following [102], we consider the Fokker-Planck equation that evolves densities in time
with respect to the invariant probability measure v(dq)

Ow(q,t) = Lw(g,t), w(-,0)=wp
with the (backward) Fokker-Planck operator
L=p3"1A—gradV(q) -V,
which is regarded on a suitable subspace of L!(v). Clearly £1 = 0, since the constant

function 1 is the invariant Gibbs density with respect to v. Moreover it can be shown
that the Fokker-Planck generator is self-adjoint:

31t follows directly from two iterations of Stokes’ Theorem (i.e., Green’s formula) that the Laplace-
Beltrami operator is essentially self-adjoint in the Hilbert space L?(do), but not in L?(dq).
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Proposition 2.13. Let the weighted Hilbert space be defined according to (2.18) with
the respective weighted scalar product (-,-),. Then (Lu,v), = (u,Lv), for functions
u,v € L*(v), i.e., L is self-adjoint in L*(v).

Proof. The proof for the Euclidean case is standard can be found, e.g., in [102].
Exploiting that £ can be written as a Schrédinger operator in L?(do), the proof
carries over to the manifold case considered here at almost no further expense. O

2.4. Essential degrees of freedom

Most systems of nonlinear differential equations, either deterministic or stochastic,
that model real-world problems are characterized by vastly different timescales,
on which certain dynamical effects happen [129]. In many molecular systems such
timescales are well-separated, since different physical interactions in the molecular
potential induce different characteristic timescales. Roughly speaking, we can assign a
natural timescale 7 to a physical process that is inversely proportional to its average
energy. Accordingly, the vibrations of the molecular bonds (about 1 femtosecond) are
typically the fastest modes in the system. We introduce the ratio

e= st g
Tslow

which serves as a measure for the separation of timescales in the system. Often things
become more complicated as the degrees of freedom are coupled among each other.
Then the fast variables may induce slow motions elsewhere in the system, such that
the assignment of timescales to certain modes gets difficult. Dividing a molecular
system into slow and fast degrees of freedom is motivated by the observation that the
conformational dynamics of a molecule is typically slow, as compared to the remaining
degrees of freedom, since transitions between conformations are rare events. However
this statement is in some respects circular, since the distinguishability of conformations
pretty much depends on the choice of the right essential (slow) coordinate.

We understand conformation dynamics as taking place in configuration space; in
particular in the Hamiltonian context, the restriction to the configuration variables
was owed to generating the Gibbs measure as the unique invariant measure of
the dynamics. But even then one might imagine that the distinction between
conformational degrees of freedom and those which are of minor interest is not along
temporal scales but along spatial scales, in case of which we could be interested in
those degrees of freedom that have the largest amplitude [43]. In fact conformational
behaviour is a spatial property of a molecule, in the sense that it is related to
the its geometric shape. Nevertheless the dynamics between conformations is often
driven by either crossing of energy barriers or other temperature-dependent entropic
mechanisms, both of which are inherent temporal effects [130, 131]. Clearly one might
think of other possible subdivisions: the principal decision to be made is whether
the velocities or momenta should be taken into account; this is possible in principle;
standard references for such purely deterministic approaches that treat the full phase
space are [31, 32]; see also [132, 133] for some recent developments.

2.4.1. Spatial decomposition methods It is not the aim of this thesis to discuss
the problem of finding good reaction coordinates in great detail or even to resolve it; for
our purposes it is sufficient to assume that we are given a set of slow coordinates with
significant spatial amplitude, for instance, by sufficient physical insight a priori or by
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Figure 2. The left panel of the figure shows a volume rendering plot of the
SARS-protease inhibitor at — allowedly unrealistic — temperature T=1500K.
The clouds indicate the flexibility (fast oscillations) of the two main conformations
which are depicted on the right, and which are well described by the two central
torsion angles ¢, 1. See [135] for the simulation details.

statistical tools that operate on the produced time series a posteriori. Accordingly
this subsection mainly surveys the available approaches for the identification of
essential degrees in molecular systems, i.e., spatially extended motions that are slow
in some appropriate sense. At the very beginning of this chapter we have seen that
molecular interaction forces are defined in terms of internal degrees of freedom of
a molecule. Hence it seems natural to suspect the essential coordinates among the
internal coordinates. Indeed in many cases the conformation dynamics can be well
described by specific dihedral (torsion) angles which link certain approximately rigid
subunits of the molecule; see Figure 2 below for illustration. Other possible candidates
for essential degrees of freedom are radii of gyration, certain intramolecular distances
between selected endgroups of the molecule, or distances between parts of a molecule
and some specific solvent molecules [134]. In any event the reader should keep in mind
that essential degrees of freedom are not intrinsically defined by the molecule under
consideration, but rather depend on the specific problem.

In case the essential degrees of freedom are not known a priori they can be possibly
detected by statistical analysis of simulation data. There are plenty of such data-based
methods and algorithms that all have in common that they sort out a linear subspace
of the data space which is in some sense optimal, although the methods might be
rather different in detail. This subspace is then assumed to be spanned by the essential
variables [136]. Mostly these techniques work on Euclidean data only, and it would be
nice to apply them in a more general framework to data that lies on a manifold; we
shall discuss this issue below.

The most famous approach is certainly the method of Principal Component
Analysis (PCA) which is also known as Karhunen-Loéve expansion or Proper
Orthogonal Decomposition (POD) to name just a few [137, 45].

The idea is to find a best-approximating k-dimensional subspace to a given set
of data. We may characterize this subspace S C R"™ by a projection operator &,
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mapping R™ onto S. We give a brief derivation of the method to provide some
geometric intuition for the following discussion. Assume the data consist of sampled
measurements {z(t1),...,z(tny)} of a trajectory z(t) € R™. Finding the optimal
subspace S amounts to solving the least-square problem*

N
. _ 2
H}e;n; z(t)) — Zx(t1)ll3

where the rank of & is k. This problem can easily be reformulated as a related
variational problem: Let S be a one dimensional subspace in R™ spanned by the
vector w € R"™, such that the projection & becomes the linear map &£ = (-, w) w.

Since [|z]|?> = ||z — Zz| + || Z2x||* holds true for any projection, the least-square
problem is equivalent to maximizing the energy of the projection,
N
2
Elw] =) (z(t),w)’ = (w3 - 1),
=1

where the Lagrange multiplier imposes normalization upon the vector w. Taking the
variation of w = w, keeping z fixed it follows by chain rule E. = (dF, dw,) that the
critical points of F have to satisfy the equation

N
2 " (x(t), w) (x(tr), dwo) — 2X (w, Swg) = 0.
=1

Since the last equation clearly must hold for arbitrary variations dw. we conclude that

N
<Z (x(t1),-) x(tl)> w=w,
1=1

where (modulo normalization) the sum on the left hand side is an estimator of the
symmetric covariance matrix of the data with accuracy O(N~'/2). Assuming that the
covariance matrix has maximum rank n, the eigenvectors form a complete orthogonal
set of vectors wi,ws, ..., w,. Consequently, we may repeat this whole procedure on
the orthogonal complement to w = ws, and find that then the best approximation is
given by the second eigenvector wo, and so on. Finally the rank-k approximant S is
spanned by the first k£ eigenvectors which is optimal in the sense that

N n
mgianz lz(t) — Ptz = > X

1=1 j=k+1
is the minimum achieved by any k-plane in R", where the \; are the ordered
eigenvalues of the covariance matrix; to put this differently, the chosen subspace
contains the maximum variance of all k-dimensional linear subspaces [45]. By this
procedure we find the optimal subspace; if we want to find the optimal affine subspace,
we can exploit that it must pass through the mean of the data, and thus simply centre
the data by subtracting the mean before computing the covariance.

Although POD is optimal at approximating a given data set it is not necessarily

so for describing the dynamics that generates the particular data, for features of low

4There is some freedom in choosing a vector norm with respect to which the minimization is
carried out. Frequent choices, for instance, are energy-based norms that are induced by an inner
product (u,v), = (Au,v), where A = M may be the molecular mass matrix or the matrix of a
quadratic Lyapunov function (notice that the former is equivalent to using mass-scaled coordinates).
The specific choice of an inner product should be suited to the problem under consideration.
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variance (energy) may induce important effects. In the molecular dynamics community
a large amount of variance in the subspace is often taken as equivalent to the statement
that the conformational dynamics takes place in this subspace. This is often wrong, as
has been pointed out on various occasions; see [138, 139], for instance. Although in the
derivation above we have nowhere assumed that the data follows an unimodal or even
Gaussian distribution, it is self-evident that the method is reliable only for unimodal
data. Hence a one-dimensional subspace containing, say, 99% of the variance is not
necessarily the essential subspace with regard to the conformation dynamics.

Apparently, choosing the essential degrees of freedom merely according to their
variance is not a good idea in general. Nevertheless we can consider the full set of
eigenvectors wi, wa, ..., wy, as a new basis for R™ that gives an ordering according to
variance. This may serve as a hint what the essential subspace could be, and we know
that the slow modes are good candidates for the conformational degrees of freedom.
Hence we introduce characteristic timescales for the thus rotated modes,

z(t)=R-z(t), R=(wr,...,wy) € 0(n),

by the respective decorrelation time T which is defined as the integral

T = /OOO lpi(s)|ds, pi(s) = cor(z(0),zi(s)).

Loosely speaking, the decorrelation time indicates when z(t) and z(t+s) are effectively
independent. We stress that the thus defined characteristic timescale is a technical
notion rather than a sound and uniquely defined mathematical term; there are
alternative definitions: in particular in the climate modelling community the integral is
sometimes computed using the square of the autocorrelation function or the function
itself [140]. However we claim that a slowly decaying autocorrelation function with
7 > 1 together with a large variance indicates possibly relevant dynamical behaviour.
Of course this approach is not completely tight, but it is based on the fundamental
observation that conformational changes in a molecule are related to spatially large
and relatively slow rearrangements of the configuration variables.

Diagonalizing the data covariance matrix is not the only way to proceed; in
particular the assignment of timescales can be linked with any other method as
well. Another technique takes advantage of the insight that correlated motions in
molecules, in particular proteins, are ubiquitous and often essential for biomolecular
function. In principle, the covariance analysis can be extended to using the correlation
matrix instead which means using an appropriately normalized covariance matrix. This
approach, however, heavily relies on a quasi-harmonic treatment of the configurational
ensemble, as it detects only linearly correlated motions [141, 142].

A quite promising approach is the Full Correlation Analysis which is based on the
information theoretical concept of mutual information. It allows to detect and quantify
any correlated motion from the Cartesian molecular dynamics trajectories. As in the
previous cases the methods singles out a linear subspace of R™ which is spanned by
maximally uncorrelated basis vectors which are the solution of a generalized nonlinear
eigenvalue problem [54]. This method has proven superior to the classical correlation
analysis on some occasions [143]. Related approaches are Independent Component
Analysis [144] and Non-Gaussian Component Analysis [145].

Yet another dynamics-based technique is the method of Principal Interaction
Patterns (PIP), as introduced by Hasselmann [146]. It is predominantly used in the
climate modelling community, and it takes into account the dynamical system upon
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which a reduced dynamical model is built: the aim is to minimize the difference

T
Jle] = / () — o (t)] dt

where zg(t) is the solution of a reduced dynamical system that is described by a set
of functions or parameters ©; for instance, one may think of © as the linear projection
& from above, such that the reduced system is simply the Galerkin projection of
the original equations. Now PIP involves two steps, the first of which is an ensemble
average over the initial values 2(0), 2o (0), followed by minimization with respect to
O. Eventually, finding the essential degrees of freedom zg boils down to solving
a nonlinear optimization problem in &?. Alternatively one might imagine that ©
parametrizes a reduced model [147]. Although theoretically appealing we believe that
this method does not lead to computationally tractable problems for most molecular
systems; we quote it for the sake of completeness; see also [148].

We finally mention that the problem of maximizing the decorrelation time can
be addressed directly, which is known by the name of Optimal Persistence Patterns.
This technique aims at identifying the linear subspace that has the slowest decay of
correlation. There are several possible ways to measures persistence (e.g., by means of
the decorrelation time 7), and it is shown in [149] that finding the optimally persistent
subspace results in solving a generalized eigenvalue problem. However since it is our
strong believe that conformation dynamics manifests itself as macroscopic behaviour in
both space and time, we prefer the combined approach of least-square approximations
like POD together with the analysis of decorrelation times.

Transfer operator approach The transfer operator approach to metastability
rests upon the observation that conformation dynamics can be understood as flipping
dynamics between distinct subsets of configuration space that are almost invariant
under the dynamics [67, 150]. Hence the problem of identifying conformations amounts
to the identification of almost invariant sets in configuration space, where almost
is understood in a way that transitions between those sets are rare. The method
exploits the close relationship between the flow of a dynamical system, either
Langevin, Smoluchowski or stochastic Hamiltonian, with its associated Frobenius-
Perron operator S; on configuration space.

The key idea is that the natural invariant sets and measures are given by the
eigenvectors or eigenfunctions to the eigenvalue \g = 1, whereas the eigenfunctions to
Ak < 1 that are close to A\g = 1 correspond to the almost invariant sets [151]. Suppose
that the probability of the system to be in configuration ¢ € @ at time t = 0 is given
by the unique invariant density fo = pcan. Then the transition probability p(r, A, B)
from A C @ to B C @ within the observation time 7 is given by the fraction of the
ensemble that has started in A at ¢ = 0, and which has ended up in B at time t = 7.
Hence p(1, A, B) is the conditional probability
~ P,qg(r) € BN q(0) € A

P, g0 ed
where subscript indicates that the initial preparation is given by pcan. Finally, a
metastable set A is characterized by the requirement that p(r, A, A) ~ 1. This is
to say that during a fixed observation time 7 the system is likely to stay within the

set. The algorithmic strategy that is put forward in [67] is to identify metastable
subsets from the eigenfunctions of the Frobenius-Perron operator S, that correspond

P, q(7) € Blq(0) € 4]
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to eigenvalues A < 1 close to the Perron root A\g = 1. The number of metastable sets
is then equal to the number of eigenvalues close to one, including A\g = 1 and counting
multiplicity. The justification of this strategy is given in [102, 152].

2.4.2. Reaction coordinates The term reaction coordinate is typically used in a
very loose sense and synonymous with essential degrees of freedom. More precise, a
reaction coordinate can be understood as defining a family of isocommittor surfaces,
such that all trajectory launched from the same surface have equal probability to first
reach one metastable set before the other [153, 154]. The isocommittor surfaces are
the codimension-one level sets of the reaction coordinates which, within the framework
of Brownian motion, can be systematically computed from the Kolmogorov backward
equation. For simplicity assume that there are only two conformations, or metastable
sets A C Q and B C Q. If Ay, is the backward generator associated with the molecular
diffusion process, then the solution of the boundary value problem

Abwq):()a @|6A:07¢|8B:1

yields the reaction coordinate in the sense that the probability that a process starting
from ¢ € @ reaches B before A is ®(q); so to speak, the level sets ®(q) = £ with &
between 0 and 1 are the isocommittor surfaces of the process [13]. This clearly presumes
that the metastable sets have been identified in advance, e.g., by the transfer operator
algorithm as presented in the last paragraph.

In principle the procedure works in the same way for processes that are generated
by Langevin equations, with the only difference that the reaction coordinate becomes a
function on phase space [155]. But notice that reaction coordinate with its probabilistic
meaning lacks a physical interpretation in terms of the intramolecular motion, i.e., it
does not explain the transition mechanism. This issue is addressed by algorithms like
the String Method [156] or the Nudged Elastic Band method [157]. Further note that
although the direct identification of reaction coordinates is theoretically appealing, it
requires solving a high-dimensional PDE which is part of a current PhD thesis [158].

2.5. Problems related to symmetry and further generalizations

As we have illustrated any of the introduced methods can provide a set of essential
variables, and it depends on the specific problem which method to take. However
we have concealed that all of the methods require some sort of preprocessing, before
they can be applied to the raw Cartesian data. The reason is that in the absence
of external forces, the intramolecular force field is translationally and rotationally
invariant; therefore also the equations of motion are equivariant with respect to the
Euclidean group SE(3) = R3 x SO(3) which consists of translations and proper
rotations in R? (rigid body symmetry). But since the rigid body symmetry carries no
interesting information for the conformation analysis, the symmetry group is factored
out before the data analysis starts; otherwise the motion that is associated with the
symmetry deteriorates the statistical analysis, in particular the covariance analysis.
Typically the symmetry reduction is done by means of a molecular alignment
of the simulation data, also sometimes called fitting, which removes the overall
translations and rotations from the Cartesian data. This has several drawbacks: First
of all, molecular alignment algorithms operate with respect to an arbitrarily chosen
reference configuration of the molecule, such that all rotations and translations are
carried out such as to minimize some distance to the reference state [159]. Often only a
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specific group of atoms is chosen as reference, with respect to which the data is aligned,
and, as the reader can imagine, the subspace identification depends on the choice of
the reference configuration. Secondly and even worse, the preprocessing destroys the
correspondence between data and equations of motion, for the symmetry reduction is
performed on the data indeed, but the equations of motion are left untouched. This
inconsistency has the effect that, e.g., the dichotomy free energy as the potential of
mean force for a reaction coordinate that is not invariant under translations and
rotation is annihilated. As a consequence the free energy as computed from the
distribution of the symmetry-reduced data is different from the free energy that is
computed by means of Thermodynamic Integration.

Therefore we want to apply the techniques to general non-Euclidean data which
could, e.g., be obtained from nonlinear transformations of the original data. On the
one hand these transformations can be chosen such as to respect the symmetry, like
the transformation to internal coordinates. On the other hand this requires that we
know how to compute the covariance matrix in a meaningful way, say, for data lying
on a torus. We shall explain this idea in more detail: Consider a set of curvilinear
coordinates that are represented by the following map

e:R" =M CR™ with () := p(z(t)),

where in most cases m < n, but also the reverse case can be dealt with [160]. Given
a series of observation data x(t), we define a centered data set by simply subtracting
the mean ¢(t) — ¢(t) — @, where the term mean has to be specified in a way
that fits the problem; see [161] and the references therein. It seems appealing to
decompose M directly. However neither do we believe that there is a straightforward
generalization of the above mentioned concepts to manifolds nor do we assume that
such a procedure would lead to computationally tractable problems. Instead we favour
the following approach going back to considerations from nonlinear elasticity [162]:
the idea is to embed M into a linear space V of higher dimension, and apply a linear
subspace decomposition to V; once a subspace U C V is chosen, we can construct the
approximant S C M as the intersection M N U. The last step is to be understood as
follows: Let v be a local coordinate map on V', and let Pv € U, where & is the usual
projection from V to U C V. Moreover let the map 7 : M — V denote the embedding
M C V. Then 7710 & o7 maps ¢ € M to points on the approximant.

The particular embedding 7 is open to choice, and should be motivated by
the physics of the problem. For an example using a polar decomposition of torsion
space, see [163]; this particular embedding is quite problematic, for all points lie on
a hypersphere $?™~! where m is the number of torsion angles. There is yet another
difficulty: Notice that the approximant is a regular submanifold of codimension s in
M; but then, considered as a submanifold of R” it has codimension s, too. Hence the
approximant has dimension n — s which is still high-dimensional, since mostly m < n.

It is a good idea to change the view slightly: consider the non-approximating
subspaces which are defined as the fibres over the essential variables or reaction
coordinates, and which are given by a family of configurational submanifolds

Ye={zeR"|®:R" - R"° &(z) =&}, (2.32)
with the reaction coordinate
P:R" - R™°, d=yxor 'oPoroy,

where y : R™ — R™7¢ is a local coordinate map on S. By construction, D® has rank
m — s which is equivalent to stating that the fibres ®~1(¢) are smooth submanifolds
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of R™, and so ®(x) = £ defines a foliation of the Euclidean configuration space. The
reaction coordinates can then be thought of as spanning the essential configuration
space [42]. Nevertheless it is important to bear in mind that the object of interest is
the approximating subspace rather than the respective reaction coordinates. Moreover
it is no longer the case that 3¢ is the orthogonal complement of S in R™ as was true
in the linear scenario. However proceeding this way has the advantage that a clever
choice of both ¢ and 7 can lead to relatively low-dimensional essential variables, e.g.,
linear combinations of a few torsion angles or radii of gyration (cf. Figure 2).
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3. Eliminating fast degrees of freedom

While the discussion in the last section addressed the identification of essential
variables, we shall now explain how reduced models can be derived from the full
set of equations of motion. The techniques that will be introduced in the course of
this section range from thermodynamical free energy concepts to dynamical averaging
techniques. In any event the physical idea behind the reduction process is that the fast
degrees of freedom act as random forcing on the slowly evolving parts in the system.
If the dynamics of the fast variables is well-posed in the sense that it admits a unique
equilibrium distribution, we can simply average the random perturbations over their
equilibrium distribution whereby the slow degrees of freedom are effectively driven by
an averaged force. A generic slow-fast system has the form

elt) = £(e0), 90, €
) = <glae0) ).,

where x and y are the slow and fast coordinates, respectively. From the equations of
motion it can be seen already that if both f and g are (globally) Lipschitz continuous,
uniformly in € and ¢, then the fast velocities will be of order 1/e faster than the slow
ones if € goes to zero. This situation becomes more intuitive if we switch to the slow
timescale by scaling the free variable ¢ +— et

e(t) = ef (xc(t), ye(t), €)
yé(t) = g(xé(t)a yé(t)a E) ’
where we have labelled the scaled quantities again by x(t), y¢(t). In the limit e — 0
the slow variables are effectively frozen, for @.(t) = O(e), while the fast variables
evolve conditional on the slow ones.> We assume that the conditional fast dynamics
is well-posed for all values of the slow variables in a sense that will be specified below.
This slaving mechanism is a common feature of molecular systems: for instance, it is a
general phenomenon that the frequencies of the fast bond vibrations depend upon the
slowly evolving conformations of the molecule; in turn, the varying bond vibrations
couple back to the slow modes, usually torsion angles [29]. It may even happen that
the back-coupling of the fast variables to the slow ones induces further timescales
which may lie beyond the characteristic time of the slow degrees of freedom [35, 164].
The reader may wonder why timescales are an issue at all, besides the fact that
systems with several different timescales are in some vague sense complicated. One
difficulty in the context of molecular dynamics applications lies in the need for long-
time simulations; in order to integrate the equations of motion any numerical scheme
has to resolve the fastest modes on the order of femtoseconds which is a tedious task
if the simulation ought to reveal the dynamics of the slowest modes that may take
place on scales of milliseconds. Moreover the effect of the discretization error becomes
more and more important for long trajectories, since for high-dimensional systems in a
random environment (solvent) the discretized system departs from the exact trajectory
very early during the integration.®

(3.1)

(3.2)

5We will make extended use of the Landau symbol © which we will, however, use in a very loose
sense: here h(e) = O(e*) means that the limit |h(e)e™“| — ¢ > 0 exists for € — 0.

6Yet this seems to be no problem whatsoever, since although single trajectories may be completely
misdirected, the calculation of average quantities works surprisingly well; for a detailed discussion on
the question Why does molecular dynamics work? the reader is referred to [165, 166, 167, 168].
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3.1. Central paradigm in biophysics: free energy landscapes

There is a whole industry within the molecular dynamics community that is concerned
with the calculation of free energy profiles. The free energy is arguably considered the
most fundamental thermodynamical quantity in analyzing molecular systems, for there
is a variety of phenomena as, for instance, molecular solvation, enzyme catalysis, or
conformation dynamics, the analytical understanding of which is directly related to
the corresponding free energy landscape [169]; see the review [1] and the references
therein. Moreover it is a common believe that the dynamics of these phenomena is also
driven by the free energy. For instance, it is often assumed that conformation dynamics
is dynamics in the respective free energy landscape [170, 171]. We shall argue that this
is not generally the case, even if there is a clear timescale separation between reaction
coordinate and the remaining degrees of freedom. (The reason is that the free energy
is not the potential of a force in the strict sense.) Before we come to this point let us
briefly review the notion of free energy.

Speaking of free energy in the context of molecular applications, mostly means
the Helmholtz or the Gibbs free energy. The Helmholtz free energy is the quantity of
choice in order to describe the reversible work in a system at constant temperature in a
fixed volume, whereas the Gibbs free energy describes reversible processes at constant
temperature and pressure. In both cases the number of particles is kept constant. Here
we are particularly interested in the Helmholtz free energy, which is most standard if
no chemical reactions occur.

The statistical mechanics definition of the free energy is in terms of the partition
function. Let us give an intuitive derivation: Recall the thermodynamical concept
of Legendre transformations among thermodynamical potentials [172]. The Helmholtz
free energy is given by F' = U —T'S, where U is the internal energy, T the temperature,
and S is the entropy of the system. The partition function is simply the normalization
constant of the respective probability density, say p x exp(—(GH),

2= [ exp(-pHE) 2= (ap).
*Q
Now we can endeavour the Boltzmann definition of Shannon’s information entropy,
S = —/ p(z)Inp(z)dz,
Q

which can be rewritten for a system in equilibrium, i.e., p = Z~ ! exp(—GH):

S=0EH(z)+InZ. (3.3)
Noting that 5 = 1/T, it follows upon identifying U = EH (z) that
F=-p"1'lnz (3.4)

which is the familiar expression that typically appears in molecular dynamics books.
By replacing the Hamiltonian by the potential energy we can easily repeat the last few
steps for the configurational Gibbs ensemble, but we could also consider a subensemble
only, e.g., the distribution of the fast variables. This will be explained next.

Thermodynamic Integration We introduce the conditional free energy. Let ® :
R" — RF denote a reaction coordinate. Unless otherwise stated we assume that ®
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is regular in the sense that its Jacobian D® has full rank k almost everywhere.” The
molecular Hamiltonian H : T*R™ — R in mass-scaled coordinates reads

H(q,p) = % (p,p) + V().

Following the relevant literature (e.g., [88]) we have:

Definition 3.1. Consider the Hamiltonian H on the phase space T*R™ = R"™ x R"
with the canonical coordinates (q,p), and let ® : R™ — R* denote a smooth reaction
coordinate. Then the free energy along the values of ® is defined as

F(¢) =-p""ImZ(¢), (3.5)
with the partition function
2©)= [ ep(-0H(p)I(@(a) ~ ) dadp. (36)
R xR"

where § denotes the Dirac delta measure on RF.

The reader should bear in mind that (up to normalization) the integrand in (3.6)
defines a conditional probability density. By application of the co-area formula we can
write the partition function as the equivalent surface integral [70, 174]

Z(&) = /E Rnexp(—ﬁH)(voqu))*ldHE. (3.7)

where dH¢ is the Hausdorff measure (surface element) of ¢ x R™ considered as a
submanifold of R x R™. Here ¥¢ C R™ denotes the level set ®~1(), but for the sake
of simplicity we shall drop the subscript £ and just write ¥ for the level sets. The
volume of the rectangular matrix Jg is defined as [175]

volJe(q) = y/det JX(q)Jo (q) .

We believe that (3.5) together with (3.7) provides the appropriate mathematical
representation of the free energy. For our purpose this form is more convenient than
the one involving the Dirac delta, unless we want to dig into the depths of generalized
functions and measure theory. For a formal derivation of the above identity using a
simple change-of-variables argument the reader is referred to Appendix D.

From the definition it is clear that the free energy could be easily computed from
the marginal probability distribution of the reaction coordinate. However the essential
dynamics is typically slow, and so reliably sampling the marginal distribution is a
rather tedious issue. Therefore a common approach is to constrain the system to fixed
values of the reaction coordinate, and then sample the average force acting upon it.
The free energy is recovered afterwards by numerical integration with respect to the
reaction coordinate. This widely-used technique, which exploits the dichotomy of free
energy as the potential of mean force, is known as Thermodynamic Integration and
goes back to Kirkwood [8]. The hope is that, once one has successfully identified the
reaction coordinate, sampling in the remaining variables is comparably fast.

We issue a warning: There is some ambiguity in the definition of free energy
throughout the literature. Especially in the literature on transition state theory the
term free energy is often used without the matrix volume; see, e.g., [3, 4]. We shall
come back to that point at a later stage, and introduce yet another definition:

7According to Sard’s Lemma [173] this can be guaranteed by choosing the ® : R® — R, such
that it belongs to the class C”*kJrl(R"). Then the points, where D® is rank-deficient, form a set of
measure zero in R?~%_ and the level sets ®~1(¢) are regular submanifolds of codimension k in R™.
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Definition 3.2. The expectation for an integrable phase space function f = f(q,p)
conditional on the reaction coordinate ®(q) = & is defined as

1 _
Ecf = %/Exmfexp(—ﬁﬂ) (volJs) 'dHe . (3.8)

The following Lemma is standard, but we give the proof for the sake of illustration:

Lemma 3.3. Let the free energy be defined as above. Then the derivative of the free
energy takes the form of a conditional expectation

VF(§) = Ecfe, (3.9)
where fe is the generalized force along the reaction coordinate evaluated at ®(-) = &,
OH _
fe= S| 487 (JEJs) " JEVInvols . (3.10)
0P D¢
Proof. Differentiating the free energy (3.5) with respect to & € R* we obtain
1 07
VFE(E) =67 —=77
&=z ee

where 0/0¢ = (0/0€!,...,0/0¢*) is shorthand for the vector of partial derivatives
with respect to &. Hence it remains to evaluate the integral

0z 0

85 85 xR
The calculation is easily carried out in an adapted coordinate frame. To this end we
let o : R — %, d = n — k be the embedding > C R", and we let {n1(c),...,nr(c)}
denote a set of orthonormal vectors that span the normal space over . Further we
denote by N3 a sufficiently small tubular e-neighbourhood of ¥, such that the map

¢:R" — NX., (z,7) = o(2) +n'ni(o(z)) .

exp(—BH) (volJs) ' dH, (3.11)

is a local embedding NY. C R"™. By means of ¢ we can uniquely represent any point
g € R" N N, in terms of the bundle coordinates as ¢ = ¢(x,n); for the details we
refer to Appendix B. In particular the local coordinate expression for the potential is

V(z,n) = V(o(z) + n'ni(o(z))).

Defining the conjugate momenta (u, ¢) in the standard way, we can easily extend ¢ to
a symplectic transform T*¢ : T*R"™ — T*NX.. By construction, the transformation
from (q,p) to the adapted coordinates (x,n,u,() is symplectic, hence volume-
preserving. Moreover the condition ®(q) = &, i.e., the restriction to ¥ x R™ amounts
to setting 7 = 0. For convenience we define an augmented Hamiltonian by He =
H + ' InvolJs. Using chain rule the derivative in (3.11) now becomes

07z _p 0
S L B@) T e a1, O, dadudd
T 8I{<I>
- 6 B(.I) eXp(—ﬂH.@(I,O,’LL,C)) d‘rdUdC )
R4xR" M -
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where B(z) is the matrix JI(o(2))Q(o(z)) with @ = (n1,...,ng) € Rk By
definition of the augmented Hamiltonian this yields

OH. 0H
2 = = +671QTVinvolJs .
(977 n=0 (977 n=0
Upon multiplication with B~ the last equation is equal to
OH. oH
- = ox +71Q" Jp)'QTVInvolJy .
0P |5y 0P|y,

To complete the proof we show that the matrix (Q7Jgp) 'Q7 is the Moore-Penrose
pseudoinverse of the Jacobian Jg. To this end consider a QR decomposition of the
Jacobian Jg. That is, we consider Jp = QR, where Q € R™** has orthonormal
columns and R € R¥*¥ is upper triangular. Since R is invertible, the Moore-Penrose
pseudoinverse of the Jacobian can be written as [176]

(JaJa) g = (RTQ"Je) 'RTQT = (Q"Ja) 'RTTRTQT,
by which the assertion immediately follows.® O

Remark 3.4. The last result looks slightly different from what is typically found in the
literature [71, 2]; see also [78, 10, 11, 12]; they are equivalent though. The difference
can be explained by pointing out that these authors treat the partition function (3.6)
as an ordinary surface integral (without the Jacobian), simultaneously considering
considering ® as if it were an independent coordinate [178]; cf. the results in [179].

3.1.1. Contributions to the free energy Let us shortly comment on the last
result. Apparently the derivative of the free energy is the conditional expectation
of the mechanical force 0H/0® in the direction of the reaction coordinate plus an
additional term that is owed to the definition of the conditional probability density
(pseudo force). Only in case that 3 C R™ is a linear subspace the matrix volume in
(3.7) is constant, and the free energy is really the potential of the average mechanical
force. We shall study the contributions to the mechanical force in more detail. From
a geometrical viewpoint the Lagrangian formulation is more convenient, for the
interpretation becomes more lucid. Taking advantage of the identity (2.8) we have

oH| oL
on on

along the integral curves of the Hamiltonian vector field. In coordinates L reads

n=0 n=0

L) = 5 (G + O ) + (A7) + 5 (i) = V),

with the submatrices of the metric tensor defined in (B.2); see the appendix for
details. We can compute the derivative of the Langrangian with respect to the normal
coordinate component-wise. This yields
oL 1 0C,p
on' =0 2 Ont

; .0V
il 4 2 Y — o
n=0 N

n=0 o'

n=0

8Intriguingly the last line would be true, even if Q were not orthogonal: in fact for arbitrary full-
rank matrices A, B € R"*¥ with A = BS and S non-singular, it can be shown that A? = (BT A)~1BT
is the uniquely defined Moore-Penrose pseudoinverse of A. It can be readily checked that the thus
defined matrix meets the four Moore-Penrose conditions [177].
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By chain rule it follows for the potential term

oV

ont
which is simply the directional derivative along the i-th normal direction. We can
omit the potential in the following. The two other terms have a nice geometrical
interpretation, too. Using the results from Appendix B we find

oL

ont

= (n;, grad V)

n=0

= Sl g(2)i®d" + wh(Xa)a (3.12)

n=0
where
bs = (dni(Xa), X5)

are the matrix entries of the symmetric map that is associated with the second
fundamental form of the embedding (extrinsic curvature of X) written in the basis
of the local tangent vectors X, = 0o /dz®. The vectors dn;(X) = Vn, - X denote the
directional derivatives of the normals n; along a vector X. The coefficients w? are the
normal fundamental forms that are associated with the normal frame {nq,...,ng}:

wj- (Xa) = (ni,dn;(Xa))

Note that the term involving the normal connection in linear in both the normal
and the tangential velocities. Hence it disappears upon taking the average over the
velocities [15]. In particular if the codimension of ¥ in R™ is one, then it is well-known
that the connection term is identically zero; see Appendix B for details.

At first glance, the fact that the normal fundamental forms give no contribution
to the free energy is quite remarkable. It says that the derivative of the mean
force depends solely on points on 7Y, but not on the ambient space variables, in
particular not on the normal velocities. At closer inspection, however, this is what we
should expect, since the reaction coordinate does not depend on the velocities at all.
Consequently we can disregard the connection term and compute the mean force by
averaging over the remaining terms only. Reformulating the result from Lemma 3.3
accordingly, we thus have the expression for the derivative of the free energy

VF(&) = Befe .
where

fe = (Q"(0)Jo(0)) " (Q"(q) VVa(q) — (Vn(q) - v,v)) | (3.13)
with

Va(q) =V(q) + 5~ InvolJs(q) .

The last quantity fg in (3.13) is known as the force of constraint that is needed
to constrain a natural mechanical system with potential Vg to the configuration
submanifold ¥ = ®~1(£); see the discussion in the Sections 4.1 and 4.2. Here the
curvature term (Vn-v,v) is understood as a k-vector with the single components
(Vn; - v,v), and (g, v) are elements of the tangent bundle

TY ={(¢,v) e R" xR"|g€ X, Jo(q) - v=0}.

In order to reduce the computational effort it may convenient to recast (3.13) in a
form that does not require to compute the orthonormal vectors n;. Indeed f¢ equals

fe= (U (@)Ja(@) " (V3 (@) VVa(q) — (V2®(q) - v,v)) , (3.14)
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where again the rightmost term is explained component-wise for ® = (®q,...,Py).

Further notice that the reaction coordinate depends only on the configuration
variables. Hence we can equally well integrate out the momenta in (3.7), which does
not make a difference for the free energy. Modulo additive constants it becomes

F©) =5 mQe), Q) = / exp(—BVa)dor

where do¢ is the surface element of ¥ C R"™. Calculating the derivative yields

1 _
VFO) - 55 / Je oxp(— AV )do
with

fe = (JE (@) Jo(@) ! (JE(0)VVa(q) — B~ tr (Pr(q)V3®(q))) - (3.15)

Here Pr = 1— Jg(JL Jp)~1JL denotes the point-wise projection onto the constrained
tangent space T,¥X. The last equation is in fact a velocity-averaged version of the
generalized force (3.14) with respect to the Maxwellian velocity distribution [13, 16].
The trace term is known to be the extrinsic mean curvature of ¥ in R™ with respect
to the normal frame that is spanned by the gradient vectors grad ®;.

Remark 3.5. Intriguingly equation (3.12) suggests a more general interpretation: Let
X denote a generic vector field that is attached to a submanifold ¥ C R™. For each
o € X consider the decomposition of tangent spaces T,R"™ = T3 & N,X with the
respective projections Pr and Py that are defined point-wise for o € 3. Note that this
18 a decomposition of R™, since we can naturally identify T,R™ with R™. Then we
can define two vector fields the first of which satisfies [180]

PyVxY =I(X,Y), (3.16)

where V is the (covariant) differentiation in R™, and X,Y are both tangent along X.
The second fundamental form I is defined by means of the Weingarten maps [181]

I(X,Y) =) ni(n,VxY) =Y n;(&X,Y).

The symmetric Weingarten maps &; : T,X — T,X are given by &; = —Prdn;(-)
as can be readily checked by differentiating the relation (n;,Y) = 0 along X. (Here
dn;(X) is just an alternative notation for Vxn,;.) For a normal vector field v, i.e., a
vector field with v(c) € NoX we have the following identity

PNVXU = Dxl/, (317)

where Dx v is the connection of the normal bundle. Given a normal frame {nq, ... ,ny}
the connection can be written by means of the normal fundamental forms [182]:

wj(X) = (Dxni,ny) = (dni(X),n;) -

J

The above identities (3.16) and (3.17) follow from the fundamental equations for
submanifolds (Gauss formulae and Weingarten equations). But since any vector field
on X can be represented in terms of VxY and Vxv, the mechanical contribution in
(8.10) can be regarded as the normal fraction of the Hamiltonian vector field [14].
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Figure 3. The plot shows the potential (3.19) with the dynamical barrier for the
parameters C' = 15, a = 200, and £o = 0.8. The deep cut-away comes from the
frequency peak of the harmonic oscillator.

Entropy, dynamical barriers It is about time coming to our first example which
will guide us through the rest of this thesis: consider the Hamiltonian H : T*R"™ — R

H(E2,Gu) = 5 (G,Q) + 5 () + Vel 2)

with ¢ € R*, x € R?%, d = n — k and the singularly perturbed interaction potential

V(€ 2) = W(E) + 55 (A, 2)

where A € R4*? is an arbitrary symmetric, positive-definite (s.p.d.) matrix. Clearly
the potential energy diverges as e goes to zero. Observing that V,(£,x) = Vi(&, z/e),
it is therefore convenient to introduce the scaled variables x — ex in order to prevent
the energy from blowing up. The scaling has a symplectic lift to the cotangent bundle
that is given by u — w/e. The thus scaled Hamiltonian reads

H6,2,Gu) = 5 (G0) + 505 ) + V(6 2). (315)

Physically speaking, the scaling has the effect that the second class of particles (with
coordinates x) gets lighter as e goes to zero. Therefore the particles get faster and
faster, since the total energy remains finite. Accordingly we choose £ as the reaction
coordinate. The conditional density with respect to £ is

2O = [ esp(-BH( @ Cu))dzdcdy
n+d

= e (%) = ( det A(é))_1 exp(—pW (£)) -

Modulo constants the free energy becomes

F)=W()+ % Indet A(E) .
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Now compare the free energy to the (conditional) internal energy of the system

d

23

where the conditional expectation is defined according to (3.8). From the last equality
and equation (3.3) we directly obtain the Shannon entropy of the fast subsystem

U(§) = E¢He (€, 2, u) = W(E) +

S(¢) = %(d ~Indet A(¢)).

Example 3.6. We shall exemplify the influence of the fast variables on the reaction
coordinate in some more detail. Imagine the fast variables = represent the bond
vibrations of a molecule, and £ labels a conformational degree of freedom. Then it
may happen that entropic effects from the bond vibrations alter the conformation
dynamics. Let us carry the example above to the extremes, and set

Vil6,2) = 1€~ 1) + g w(©)%? (319)
with £ € R, z € R and a function w(§) > ¢ > 0, which is defined as
w(§) =1+ Cexp (—a(€ — &)?) - (3.20)

The potential function is shown in Figure 3. The frequency has a sharp peak at £ = &
that induces a large force pointing towards the equilibrium manifold z = 0 (cf. Figure
4a). This has the effect that a particle which approaches £, with a large oscillation
energy will bounce off the dynamical barrier that arises from the frequency peak,
although the potential is almost flat this direction. In order to demonstrate the effect
of the dynamical (or entropic) barrier we compute the free energy

F(©) = 1(€ ~ 17 + 57 nw(). (3.21)

which is depicted in Figure 4b. Apparently the entropic barrier in the full potential
shows up as a potential barrier in the averaged potential. Nevertheless it is not a
potential barrier in the usual sense, as it becomes harder and harder to cross it, if
temperature T' = 1/ increases. In this sense the variation of bond frequencies results
in entropic effects that may influence the conformational behaviour of a molecule.

3.1.2. Two distinct notions and the Fixman Theorem We shall now come
back to the problem of distinct notions of free energy. There is yet another quantity
that circulates in the literature and which is often confused with the free energy (3.5):

G(¢) = -B7"InZs(¢) (3.22)
with

Zo(€) = [ exp(-pm) de. (3.23)

This definition is quite important in the context of transition state theory [3, 4]. It
has been shown [5] that the optimal dividing surface ¥ = ®~1(¢) that minimizes the
transition rates between two sets over all hypersurfaces is a critical point of G(§).
Notice that the apparent difference to F(£) lies in the matrix volume of the Jacobian
Jo, which is not present here. The more subtle difference lies in the fact that G
is intrinsically defined through the surface 3, whereas F' explicitly depends on the
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Figure 4. The oscillation frequency w(§) and the free energy F(§) are plotted
— the latter for different inverse temperatures 8 € {6.0,5.0,4.0,3.0} with the
parameters C' = 15, a = 200, and £ = 0.8. Here 8 = 3.0 labels the highest
peak at & = £p, whereas the lowest one corresponds to 8 = 6.0, clearly indicating
that the effect of the dynamical barrier becomes more and more important as
temperature increases.

reaction coordinate ®. This can be seen as follows: It is easy to recognize that we can
switch between F' and G by simply augmenting V with the Fixman potential W

Vao(q) = V(g) + B ' nvolJs(q) . (3.24)
=W(q)

Now suppose that we define a new reaction coordinate by ®, = g(®) where g is
a smooth, strictly monotonic function. Clearly ®,(¢) = g(§) still defines the same
surface X, so G is not altered. But since the Fixman potential

B~ InvolJs, = 87" (InvolJg + In | det Dg(®)])
depends on g, the free energy much depends on the reaction coordinate, viz.,
F(g(€)) = F(¢) + 57" In| det Dg(¢)] . (3.25)
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P(q) = &

Figure 5. Giving some meaning to the Fixman potential W = =1 1n ||V®|| for
codimension-one submanifolds: The plot illustrates the squeezing of nearby level
sets. The width of the harmonic confinement potential We o< (®(q) — £)? in the
direction of the normal is of order |[V®||? (see also Example 3.6).

We may call G the geometric free energy as it is invariant under transformations of
the reaction coordinate. In contrast, we shall refer to F' as the standard free energy or
simply free energy. It can be readily checked that the corresponding Gibbs densities
are related by a weighting factor in the way that

exp(—fG(E)) = E¢volJa(q) exp(—BF(£)). (3.26)

The Blue Moon relation The difference between F' and G highlights another
important aspect: In the seminal work [178] Fixman addressed the problem of how
to compute unbiased averages for polymeric fluids that are subject to holonomic
constraints. For instance, consider the objective of computing averages along certain
prescribed reaction coordinates by Thermodynamic Integration methods. That is, the
task is to compute the conditional expectation with respect to a reaction coordinate
running constrained dynamics. This bias problem has been often understood in the
sense that the bias were introduced by the integrability condition <I>(q) = 0 (hidden
constraint) that any system satisfies in addition to the reaction coordinate constraint
®(q) = &. This is certainly the case for a mechanical system if velocity- or momentum-
dependent observables are considered. It is less known, however, that the bias problem
remains if the dynamics is purely on configuration space, e.g., in case of Brownian
motion. To understand this, recall the definition (3.8) of the conditional expectation.
If we integrate out the momenta we have for an observable f = f(q)

1
BeS = 55 [ Fexpl=av) (vola) .

where do¢ denotes the surface element of ¥ C R", and @ is the positional
normalization constant. Suppose we want to compute the conditional expectation
by imposing the constraint ®(¢) = £ and averaging over the remaining variables. Of
course, the constraint only specifies the submanifold ¥ = ®~!(¢) on which the system
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evolves; roughly speaking, the system knows its configuration manifold ¥ but not the
function ®. The natural probability measure that is associated with the constrained
system is therefore obtained by restricting the Gibbs measure to . This defines
another expectation that should be well distinguished from the conditional one:

1
Esf= QE—(O/ZfGXP(—ﬂv) dog , (3.27)

where @y is simply the configuration space version of (3.23). Equation (3.27)
explains why averages that are computed subject to holonomic constraints differ from
conditional expectations. In fact it is easy to see from the two definitions that

_ Es (f (VOlJ@)il)
ng B EE(VOIJq))*l ’

is the conditional expectation expressed by the constrained one. This identity which
is known in the literature by the name of Fizman theorem or Blue Moon ensemble
method holds true, no matter if the system involves momenta or not. Merging the
Blue Moon relation together with equation (3.26) from above, we find a remarkably
simple relation between F' and G, namely

F(&) =G(¢) — ' InEg(volJg) ' . (3.29)

=:D(¢)

This identity is remarkable, for we shall demonstrate in Section 4.3 below that the
derivative of G can be written as an averaged force of constraint. That is, we can
compute VG simply from quantities that are available anyway during the course
of integration (Lagrange multipliers) with no need for extra reweighting. Once G
is computed we obtain F' by adding the term D = —3~!InEg(volJgs) ™! which is
also computed without any reweighting. For obvious reasons, the function D is called
Fixman potential, too. As an additional treat the method does not involve second
derivatives.

We can provide some physical interpretation of the Fixman potential W which
is due to the work of van Kampen and Lodder on constraints [75]; see also [28, 17].
In some sense the Fixman potential mimics unconstrained dynamics, although the
system is constrained. Consider a free dynamical system, either Brownian dynamics
or stochastic Hamiltonian. Suppose we want to impose a constraint ®(q) = £ by
adding a strong confining force that pushes a particle towards the surface ¥ = ®~1(q)
Imagine, this force is induced by the confinement potential

(3.28)

k
Wela) = 55 (®ila) — 6)°
=1

Letting € become smaller and smaller while appropriately scaling the initial conditions
(in order to prevent the energy from diverging) renders the particle to quickly oscillate
around the constraint manifold 3. The confinement potential has the property that
its gully width orthogonal to X is of the order (volJg)?; see Figure 5 for illustration.
In case the dynamics is ergodic with respect to the canonical density the limit ¢ — 0
will result in: (i) confinement of the particle to the constraint manifold and (ii) an
additional effective force, which is the derivative of the Fixman potential

Wi(q) =~ InvolJs(q) .

In this sense adding the Fixman potential to a constrained system mimics
unconstrained dynamics, by accounting for the influence of nearby level sets ®(g) = £+
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in Figure 5. This also explains why the standard free energy (which involves the
Fixman potential) explicitly depends on the reaction coordinate ®(g), whereas the
geometric free energy depends only on the surface . (This motivates the name
geometric free energy.) Similar results for the microcanonical ensemble are available
in the literature; see, e.g., [179, 27]. We refer to Section 3.4 for a detailed discussion
of various confinement approaches.

We conclude by emphasizing that the two distinct notions of free energy, F' and
G, both have a configuration space analogue: since the reaction coordinate does not
depend on the momenta at all, we have (modulo additive constants)

F(€) = -5 Q) (3.30)
with
Q€)= [ expl-pV)(volJa) ! do
b
for the standard free energy, and

G(€) = =87 InQs(€) (3.31)
with

Qu(6) = /E exp(—AV') do

for the geometric free energy. Since the reaction coordinate is a purely configurational
quantity, the thus defined free energies differ from the previously defined free energies
(3.5) and (3.22) that were defined on phase space only by an additive constant.

Remark 3.7. The traditional way in the literature to express the conditional
expectation is in terms of the Dirac delta measure (e.g., see [71])

1
Ecf = 00 f(q) exp(=pV(q))6(®(q) — &) dy.,
whereas the constrained average can be written as
Bof = 5o | 1@ exp(=8V(0)3(8(0) - &) vol s () .

Accordingly the normalization constant Qx, reads

Qs(€) = | expl(-BV(@)3(B(a) - &) volu(a) da.

Comparing the last equations to each other, the assertion (3.28) follows as well. In
an equal manner we could use the relation (3.24) to compute conditional expectations
from constrained simulations by using the augmented potential Vg instead of V.

3.2. The Averaging Principle

Free energy profiles provide reduced statistical models for molecular system. A
dynamical approach is the Method of Averaging which consists in replacing the full
equations of motion by a reduced set of equations where certain degrees of freedom
have been averaged out. The assertion that the trajectories of the reduced system are
close to those of the original system is called the Averaging Principle. In its traditional
formulation [183] it goes as follows: consider the initial value problem

Ze(s) = €f (2e(s),y(s)),  2(0) ==
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with uniformly Lipschitz continuous right hand side, where y(t) is some forcing
function. By continuity of the solution it follows that the limit solution for e — 0
is constant on the interval [0, 7] for any fixed value of T' > 0,

lin% ze(s) =z Vse[0,T].

Things change if we speed up time and consider the behaviour of the solution on an
infinite time interval [0, T'/¢€]. To this end we introduce the scaled variables t = es and
ze(t) = z(t/€). Keeping in mind that s € [0,7/€] is equivalent to ¢ € [0,T], we arrive
at the classical averaging formulation

Le(t) = flxe(t),y(t/e)), wc(0) ==, (3.32)
where the initial value is independent of €. This explains the idea of the fast dynamics
as random perturbations, since y(t/€) has now become a fast forcing function. Closing
the last equation thus amounts to taking the limit ¢ — 0. Provided that y(t) is ergodic
with respect to probability measure p, we can also close the equation by taking the
ensemble average of the right hand side, i.e.,

T
fla) o= Jim [ f(opende= [ fyntan).

If the integral exists, then z(t) — x((¢) uniformly on compact time intervals [0, T},
and the limit solution x¢(t) is governed by the averaged equation

@o(t) = flzo(t), 20(0)=2.
For the convergence proof the reader is referred to the relevant literature [184, 24]. In
the molecular dynamics case the forcing y(t/€) in (3.32) is random and is the solution
of the equations of motion for the fast variables. We can reformulate an analogous
principle for the slow-fast system (3.1) from the last subsection,

e(t) = f(we(t), ye(t), )
et) = <glae0) ). ).

On the slow timescale the slow variables are effectively frozen, such that the fast
dynamics (conditional on the slow variables) obeys the equation

Yo(t) = g(x, y2(t),0) . (3.33)
Let ¢f denote the respective conditional fast flow. That is, y,(t) = ¢ (y) is the
solution of the last equation with initial value y,(0) = y, where we use the subscript
x to indicate the possible dependence on the slow variables. Assuming further that
either ¢f is hyperbolic or mixing with unique invariant probability measure f,, then
the conditional expectation of f(z,-) is uniquely defined [185, 186],

:hm/f 5ot () dt = [ fay)naldy), (3.34)

T—o00

provided the integral exists. In the molecular modelling case we face a very comfortable
situation, since the equations of motion are either stochastic with non-degenerate noise
matrix or Hamiltonian with randomized momenta. In any case the canonical invariant
measure for the full system is unique, and so will be the conditional probability measure
for the fast variables. Although the last statement may not be completely self-evident,
we will show that the splitting into slow and fast variables can be carried out such as
to maintain uniqueness of the invariant measure also for the fast dynamics.
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The Averaging Principle is an assertion about the approximation properties of the
averaged system on compact time intervals (observation time scale). If the right hand
side of (3.32) averages to zero, then the dynamics of the accelerated system becomes
trivial on the observation time scale. In this case the relevant dynamics happens on
a longer time interval of order 1/e or even exp(—¢), i.e., when fluctuations come into
play. Averaging theorems for diverging time intervals can be found, e.g., in the work
of Khas’minskii [33]. One such case is the high-friction limit of the Langevin equation.
It has been claimed, however, that long-term corrections to the averaged equations
(so-called diffusive limits) may become important even if the averaged dynamics is
non-trivial on the observation time scale [34]. These authors notice that the rareness
of the conformational transitions indicates that the relevant dynamics happens on time
scales that lie beyond the observation time. There are two answers to this objection:
First of all, we observe that the time scale of the transitions does not diverge as €
goes to zero (although, e.g., transition rates may change with €). Hence conformation
dynamics is essentially an O(1) effect. Moreover it seems that the methodology of
diffusive limits is more targeted on systems with deterministic right hand side that
is subject to random perturbations stemming from the fast variables. The problems
considered in molecular dynamics are usually of a different type, but we will pick up
this thread again in Section 6 below (see Remark 6.2).

Yet another open question up to now is whether the effective force f is somehow
related to the free energy. In point of fact the free energy is also termed potential of
mean force, and it is a common believe in the molecular dynamics community that the
effective dynamics along a reaction coordinate is driven by the respective free energy.

Example 3.8. For the sake of illustration let us start with a simple (linear subspace)
example: suppose the dynamics is given by a non-degenerate diffusion process,
Yilt) = =YV (q(t) + oW (1

with ¢ = (z,5) € R? x RF*. Suppose further that the symmetric, positive-
definite matrices v, o satisfy the fluctuation-dissipation relation 2y = Boo”. In the
Hamiltonian scenario timescale separation is often related to the mass ratio of fast and
slow particles. For the Smoluchowski equation the situation is slightly different, since
the equation of motion does not contain any masses. Now recall that in the elaboration
upon covariant formulations of the Smoluchowski equation we have argued that g is
an element of the cotangent space. That is, the friction matrix v for diffusive motion
takes over the role of the mass matrix for inertial motion. Let us assume for the
moment that both friction and noise matrices are block diagonal,

o Y1 0 o= g1 0
7= 0 Y2 ’ o 0 g9 ’
where each of the submatrices is proportional to the unit matrix (isotropy). In this
case the equations of motion decay according to
T1&(t) = =D1V (x(t),y(t)) + o1 Wi (t)
Y29(t) = D2V (x(t),y(t)) + o2 Wa(t)
where D1, Dy denote the derivative with respect to the first and second slot. A simple

comparison to (3.1) shows that we obtain the familiar slow-fast system by choosing
~vo = €v1. Fluctuation-dissipation requires that oo = y/eoy, which yields for y4 =1

iﬁ(t) = —D1V($6(t),y€(t)) + V 26_1W1 (t)

— 3.35
257 i) (3:3)

Jt) = — DV (a(0) (1)) +
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The invariant Gibbs measure p o< exp(—(3V) with 3 = 2/0% is independent of € as
can be readily checked by substituting into the Kolmogorov forward equation. The
conditional fast dynamics alone is obtained by switching to the slow timescale setting
t = es and sending € — 0. This yields the family of equations®

ym(s) = - D2V(‘Ta ym(s)) + \% 26_1W2(S) .
This is a non-degenerate diffusion process. Hence it is certainly ergodic with respect
to the conditional Gibbs measure, i.e., the Gibbs measure for fixed =,

1o (dy) = ﬁ exp(—BV (z,y)) dy . (3.36)

Letting € in (3.35) going to zero, we obtain averaged equations of motion

do(t) = —VV (2o(t) + /28 Wi(t),
where convergence in probability . — xg is guaranteed by the Averaging Principle
for stochastic processes [24, 183]. In our simple example the average force is

VV(x) =/Rk D1V (, ) (dy)

which turns out to be the derivative of both geometric or standard free energy. Here,
the equivalence F' = G is owed to the fact that the reaction coordinate defines a linear
subspace of the configuration space, such that the distinctive Jacobian term vanishes.

3.2.1. Averaging for linear reaction coordinates The following is basically a
standard application of the Averaging Principle to molecular dynamics problems that
involve a linear state space decomposition. In some sense it extends the ordinary
Galerkin projection of first-order dynamical systems that is a popular reduction
approach in the control community (e.g., [48, 187]). The crucial difference here is
that the negligible degrees of freedom are averaged out rather than truncated. For an
example of a Galerkin projection we refer to Example 3.23 below.

Let R™ be the Cartesian configuration space of our molecule with coordinates ¢,
and assume we have applied any kind of spatial decomposition method (POD, PIP,
ICA, ...) to R™. Let the k-dimensional (affine) dominant subspace found by any
of these methods be denoted by S C R”™, where S is characterized by a projection
matrix & = PPT (the k columns of P span the subspace S). The projection onto
the orthogonal complement S+ with respect to the Euclidean metric is denoted by
2 =QQT. Then & + 2 =1, and we have a unique decomposition of R™ due to

Pqe S, 2qeSt.

Assume that the dynamics on S is slow as compared to the motion on S+. We can
define the respective slow and fast coordinates in the obvious way by x = PT¢ and
y = QTq. Hence (z,y) form a complete set of new coordinates that are globally
related to the Cartesian coordinates by ¢ = Pz + Qy, where z is the (linear) reaction
coordinate. Since the slow-fast decomposition holds globally, we can easily get rid of
the fast modes by simply averaging over the fast subspaces (fibres) S = R"~* for

9The time scaling takes into account that the increments of the white noise are proportional
to the square root of the time increments [117]. As a consequence the noise scales according to
W (t) — aW(t/a?) under scaling transforms ¢ — t/a. Hence time scaling has the same effect as
scaling the friction coefficient according to v — a7y subject to the condition 2y = oo™l .
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each value of the reaction coordinate. We assume that the dynamics is given by a
diffusion process on the Euclidean conﬁguration space R",

q(t) = —grad V(q(t)) + /28" 1W (t

In terms of the new coordinates (:c y) we obtain the equations

ie( ) = —DlV(:ve + vV 26 1W1

: (3.37)
6 Wal(t)

Jet) = —%Dgwxe(t),ye(t)) +

with Wy = PTW and Wy = QTW, and V(z,y) = V(Pa: + Qy). Note that we have
already assigned the fast timescale to the second equation, where in contrast to the
little example before the friction matrix is hidden in the scaled coordinates. Again the
invariant Gibbs measure pu o exp(—gV) is independent of €, and for e — 0 the fast
process follows the conditional probability law

1
o (dy) = exp(—pV(z,y)) dy
(@) = G55 exp(=BV (2.1)
with the conditional partition function (normalization constant)
Q)= [ expl(=BV (e, dy
R

The following averaging result is standard

Proposition 3.9 (Bogolyubov 1961). Assume that the integral

T—oo T

f(z) = — lim —/ D V(x,y.(s))ds,
exists for all x € R¥, where y,(s) is the solution of the conditional fast flow

y( ) = _D2V T y \/ 2ﬁ 1W2
Then as € — 0 the solution x.(t) of the system of equations (3.87) converges in
probability to a Markov process :vo( ) that is govemed by the equation

do(t) = )+ /28T (t (3.38)
where for T >0, >0

lim P [ sup |xe(t) —zo(t)] > 0| =0.

e—0 0<t<T

For the proof the reader is referred to the relevant literature, e.g., [24, 184]. In this
simple case it is easy to recognize that the free energy is indeed directly related to the
averaged equations of motion. Since the conditional fast process is ergodic with respect
to the conditional probability measure p,(dy) as is defined above, we can express the
averaged vector field f(z) as the conditional expectation

fo) == [ DVl dy).
Rk
The last equation reveals that the mean force f = —VV has a potential
V(z)=-p""1 ln/ exp(—0V(x,y)) dy, (3.39)
RE
that is formally equivalent to both of the two free energies F' or GG, respectively.
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A note about free energy as an averaging concept In the last example we could
observe that the averaged dynamics was driven by the negative gradient of the free
energy which explains why the (standard) free energy is sometimes termed potential
of mean force. However we have to be careful, since according to equation (3.25) the
derivative of the free energy neither transforms as a gradient field nor as a 1-form, i.e.,
a force. Moreover we have seen in Lemma 3.3 that the derivative of the free energy
contains a pseudo force that has no straightforward dynamical interpretation, in case
the essential variables do not span a linear subspace of the configuration space but
rather a general Riemannian submanifold. Consequently we cannot expect that the
free energy will provide the driving force of a general reaction coordinate dynamics.

A very simple argument convinces us that the standard free energy cannot be the
right quantity to look at: consider the last example, where x € R is one-dimensional.
The reduced system in terms of the averaged force 9,V reads

i(t) = =0,V (x(t)) + /26" 1W(t).
Suppose we perform a change of coordinates, and we define a new coordinate z by
x = f(z). Expressing the equation of motion in terms of z using Lemma 2.11 yields

RN BTN (O NN G - =
V) = s +f,(z)\/26 1y . (3.40)

Now recall that the free energy carries some gauge dependence (3.25). That is,

F(f(2)) = F(z) + 7 In f'(2).
Hence for V(z) = F(z) we would obtain the transformed equation

. 1 a2 fz) L m—

z= IIBE 0. F(z)—2p UL + 7 V2671, (3.41)
which is different from (3.40) in general. Thus: although it may be that V' = F holds
true formally (and so does G = F for the geometric free energy) the transformation
properties of the standard free energy do not qualify its derivative as an averaged
force. We leave it open to the reader to convince oneself that (3.41) is not an Itd
equation (e.g., by choosing V (z) = 22 and f(z) = 2?).

3.2.2. Nonlinear reaction coordinate dynamics Presumably free energy
landscapes do not appropriately describe the dynamics along arbitrary reaction
coordinates, since their gradients do not transform like ordinary vector fields. Now
consider a smooth reaction coordinate ¢ : R™ — RF, and suppose we can globally
decompose the system under consideration into a set of slow variables ¢ € RF and
another set of fast variables, say, z € R™ . This system will be of the form

QZ’E (t) = f(@e(t), ze(t), €)
) 1
Ze(t) = Eg(¢e(t)vze(t)76)-
On condition that the fast dynamics for each value of the reaction coordinate ¢ = £
Ze(t) = g(&, 2¢(1), 0)
is well-posed and admits a unique invariant measure, the Averaging Principle states
that ¢(t) converges in some appropriate sense to a limit process ¢g(t) as € — 0.

The difficulty in setting up the slow-fast system is that it relies on a global change
of coordinates which is hopeless for a general state space. However we observe that the
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equation for the fast dynamics and the conditional invariant measure are defined only
locally for ¢ = £. Noting that ¢(-) = ¢ with ¢ taking values in R* defines a foliation
of R™, we propose to decompose the full system into a family of slow-fast systems

ye(t) = fﬁ(ye(t)v Ze(t)v 6)
Z.'e(t) = %gﬁ(ye(t)v Zé(t)7 6) )

where the vector fields fe, g¢ are defined locally in a tubular neighbourhood of each
fibre ¥ = ¢~1(£). (This coordinate construction is explained in the appendix). The
slow coordinates y € RF are intended to describe the dynamics orthogonal to each
fibre. Averaging over over the fast variables then yields a family of vector fields

_ 1 T
&) = Jim 7 [ fet = 0.2c0(0).0) .

that are defined fibre-wise for ¢(-) = £, where z¢ o(t) is the solution of the fast dynamics
on each fibre. The effective dynamics of the reaction coordinate can be reconstructed
by endowing the reaction coordinate space with an appropriate metric. To some
extend the approach presented here can be considered a variant of the accelerated
dynamics or metadynamics that is put forward in [13]; cf. also [188]. However, the
local decomposition of state space here allows for a lucid physical and geometrical
interpretation of the limit equation. This proves useful in designing algorithms that
efficiently sample the coefficients of the reduced equation.

Unfortunately the standard Averaging Principle does not apply, since we can only
study the local convergence to initial values on each fibre. Averaging over the initial
values then gives the average vector field in the vicinity of the fibre but no dynamical
information whatsoever, since the motion cannot leave the tubular neighbourhood.
Therefore we warn the reader that the calculation is purely formal. Nevertheless we
shall support the claims to be made by appropriate numerical examples later on.

Accelerating Brownian motion Let V' : R™ — R be a smooth potential that is
bounded from below, and let ¢ > 0 be scalar. The Smoluchowski equation reads

G(t) = —grad V(q(t)) + aW(t) )

Given a reaction coordinate ® : R™ — R?, the level sets of which define smooth
configuration submanifolds of codimension s, we denote by o : R"™° — X¢ the
embedding ¥¢ = ®*(¢) into R". To each o¢ € ¥¢ we attach a set of normal vectors
(n1(o¢),...,ns(0¢)), and we introduce local coordinates z*, a = 1,...,n — s on g,
and normal coordinates y’, i = 1,...,s that measure the distance to ¥ with respect
to the normal frame {ny,...,n,}. Fixing &, the original coordinates can be uniquely
expressed in a sufficiently small tubular e-neighbourhood N¥¢ . of ¥¢ by the map

0= e(2,y), e (2,9) = 0e(2) +y'ni(og(2)) .-
According to (B.2) the Euclidean metric has the local coordinate expression

ge(z,y) = < GE(ZZ;%(CEZ,Z/) As(lz,y) ) _

All local coordinate expressions, and the particular submatrices G¢, Ce € R
or A¢ € R(™=%)%5 are given in Appendix B. Note that all quantities depend
parametrically on the value ¢ of the reaction coordinate by virtue of the particular

(n—s)x(n—s)
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embedding of the normal bundle N¥¢. into R™ x R™. In local coordinates the
Smoluchowski equation becomes (see Lemma 2.11)

= =9 (2e,ye) OVe(ze Ye) + bi(zes ye) + 0l (2e, ye) Wi
s 1 al 1 o 0 ol 1
Ze = _Zgg (257?46) alv‘g’(zea ye) + Ebg (Zea ye) + ﬁag (%JJe)Wl .

Note that the equations are only meaningful up to the first exit time from NX ..
Moreover we have employed the following notation: Ve = V o ¢¢, and the function

bg = —p7! gglI‘g ; denotes the additional It6 drift term, whereas algl are the entries

of the uniquely defined positive-definite matrix square root of 9e ! The symbol 9; is

a shorthand for the partial derivatives with respect to z® and %°, respectively.'®

By having assigned appropriate powers of € to the equation of the fast variables, we
force the dynamics tangential to the fibre X¢ to be fast as compared to the orthogonal
dynamics of the 3 (reaction coordinate dynamics); see 3.35 for comparison. For all
€ > 0 this system has an invariant Gibbs measure that is given by

1
pe(dz, dy) = A exp(—Ve(z,y)) det ge (2, y) dzdy. (3.42)

The independence of € can be easily verified by inserting the last expression into the
Kolmogorov forward equation. Now we can repeat the time rescaling argument to see
that on the microscopic timescale the equations read

gl = —egi (2, ye) OVe (2e, ye) + €bi(2e, ye) + ov/eat (ze, ye) Wi
2? = _g?l(zé, ye) al‘/‘é(zea ye) + b?(zev ye) + Ua?l(za yE)Wl :
Following [183] we obtain convergence to the initial value y.(¢) — yo as € — 0, where

the restriction to the level set ®~1(¢) clearly amounts to yo = 0. Using the formulae
for the Christoffel symbols from Appendix B we obtain for the fast dynamics

. —G?ﬁ(z) 95Ve(2,0) + b?(z, 0) + aE?ﬁ(z)Wg ,

where
bg(2,0) = =BG ()T 4, (2,0).
Here the I'¢ 5, are the Christoffel symbols associated with the metric G¢ on ¢, and

E¢ is the unique positive-definite matrix square root of Ggl. All other terms vanish

at y = 0 since both g?i =0and I'g,;; = 0. Hence the last equation is the local version
for the intrinsic motion on ¥¢. Therefore, and according to Section 2.3, the invariant
measure is the ordinary Gibbs measure (3.42) restricted to the fibre. That is,

v (dz) = é exp(—0V (og(z)) det Ge(2) d=. (3.43)

Let us denote the right hand side of the slow equations of motion by

fe(z,y) = =g (2,y) OVe(z,y) + bi(z,y) + oal (z,y)Wi.
Now averaging fibre-wise over the fast variables yields the static right hand side

Fi(e) :/(bg(z,m_ggl(z,O)aZV(z,O)+aag(z,0)wl) vs(dz).

10Note that there is some ambiguity in the use of the index i, as i is supposed to run from 1 to s
whenever it indicates a normal coordinate as in y?, but i also is considered as taking integer values
from n — s + 1 to n, for instance, when labelling general vectors or matrices like g®¢. Moreover the
indices h, k,l run from 1 to n, whereas ¢,j only label the normal directions 1,...,s. We hope that
their use will be clear from the particular context.
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Employing the expressions in (B.6) for the Christoffel symbols and for the metric at
y = 0, the mean vector field and the noise term get a considerably simpler form

PO = [ (57627 ()Sks(oe(2) ~ 570,Ve(2,0)) vs(dz) + o1
(3.44)

= / (6 ke ,i(2) — 699;Ve(2,0)) vs(dz) + oW*.

The functions k¢ ;(z) in the last row are the single components of the extrinsic mean
curvature vector of 3¢ in R™ that is introduced in the following: Let Pr : T,R" —
T,X¢ denote the point-wise projection onto the tangent space to ¢, and recall
the definition of the Weingarten maps &; = —Prdn;(-) associated with the second
fundamental form. The mean curvature vector He is defined as [189]

He(z) = Z kei(z2)ni(oe(2)), FKei=—1tr6;.
i=1

Reconstruction of the global dynamics We consider the deterministic part of
fi(€) as a force field on R® by virtue of its parametric dependence on ¢ and by
identifying TR*® with T*R?*. Hence it remains to turn the stochastic force with respect
to y into a force hat acts with respect to the reaction coordinate ®. This is done so by
endowing the limit system with an appropriate metric. To this end bear in mind that
it follows from the Tubular Neighbourhood Theorem [190] that sufficiently close to
the fibres ¥ = ®~1(¢) the uniquely invertible relation between the normal coordinate
y and the reaction coordinate r = ® and is given by

r = Ja(o¢(2))" Qoe(2))y + €,
where Jp denotes the Jacobian of @, and the columns of @ are the normal vectors
(n1,...,nk). For each o € X this transformation induces a metric on the normal
space N, o3¢, that is given by me(2) = (JEJp)(0e(2)) L. By averaging over the fast
variables with respect to their invariant distribution we can define an metric as follows

m(§) = /mg(z) v (dz). (3.45)

Notice that the deterministic part of (3.44) can be brought into the form

d'(¢) =p"

0
5 ln/ exp(—0Ve(z,y))1/det ge(z,y) dz
Y ®1(8)

y=0
The averaged stochastic part is simply additive noise in the direction of the reaction
coordinate. Hence we may write the naked reaction coordinate dynamics as

E(t) = d'(£(t)) + oWi(1),
which is ordinary diffusion in R*® with respect to the Euclidean metric. If we equip
our configuration space R® with the averaged metric m (&) that comes along with the
reaction coordinate, we obtain the global form of the averaged equations

E'(t) = —m" (E(1)0; G () + b (E(1) + oh7 (EO)W;(t),  (3.46)
where h is the unique matrix square root of the inverse metric m~', and G is the
geometric free energy (which should not be confused with the metric tensor G¢)

GE) = 5 InQs() with Qu(é) = / exp(—BV) do
-1(¢)
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Figure 6. Spherical polar coordinates (¢, 9,7) € S x R4.

The additional term b is the usual It6 equation drift
V() = B m M QT ().
where 1:‘3- i are the Christoffel symbols associated with the metric m,

=i 1 il (3mjl 3mkl _ 8mjk)
k9 ock " oI oE!

We emphasize that our approach is not unique, since it relies on an arbitrary
manipulation of the equations of motion, speeding up the dynamics on the fibres.
There is yet another possibility to accelerate the dynamics orthogonal to the reaction
coordinate using a projection operator approach. For a single reaction coordinate the

authors of [13] derive a representation that involves the free energy F

E(t) = a(€()F'(£(1) + B7d (£(t)) + o/a(E(®)W (1), (3.47)

where the metric factor a is defined as the conditional expectation

a(§) = E¢|[Ve(q)]*,

which should be distinguished from the expectation with respect to vs (compare
equation (3.28)). It is not obvious that (3.47) really transforms like an It6 equation, as
it does not have the standard covariant form (2.30). However it has been demonstrated
that (3.47) is consistent with Itd6 formula under transformations of the reaction
coordinate. Since this is also true for (3.46) one could expect that the two equations
are equivalent. Intriguingly this is not the case, unless V& is a function of £ only, since
then @ = m™1! (see the examples below). Presumably the difference in the result is owed
to the fact that the authors of [13] organize the decomposition along the probability
measures (gluing together different conditional measures), whereas we have endowed
a decomposition of the state space (based on the foliation defined by ®).

Example 3.10. Let us illustrate how the local averaging scheme works by means of
an example. Consider the three-dimensional diffusion equation

q(t) = —grad V(q(t)) + oW (t), V(q) = Volllall) + 5(q)
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where || -|| is the Euclidean vector norm in R3. The potential V is bounded from below
and is such that the first term defines the slow motion in the system, i.e., |[Vo| < [d].
In this case there is a natural choice for the reaction coordinate

D1(q) = llgll = \/a} + 63 + a3 -

We first go through the reduction procedure using a global change of coordinates
and then compare it to the local approach. The form of the problem suggests to use
spherical polar coordinates. We introduce coordinates (¢, 9,7) € S? x Ry by

q1 =T cospsind, r>0
g2 = rsingsind, 0<p<2m (3.48)
q3 = rcost, 0<9<m,

and therefore consider N.S? = $? x R, as our new configuration space (see Figure 6).
Pulling back the Euclidean metric to S? x R induces the metric

r2sin?9 0 0
h(¥,r) = 0 r? 0 | = < G(g,r) (1) > ;
0 0 1

where we have introduced the metric G(,r) = 72G1(¢9) for the upper left 2 x 2 block
of the full matrix, where G (v) is the local metric on the unit 2-sphere S2. Clearly
r = ®1(q) is the reaction coordinate. The corresponding slow-fast system reads
1 1 o .
ve = __Gaﬁ Ve, 1e)0sV e le -b /(967 € _Aaﬁ 1967 W,
4 = = LG (DY () + B (D) A (Do W

Fe = =0V (we,me) +b"(Ve,re) + oW,
where w = (,9) and b' = 3~ 'A/*TL, . The noise amplitude A = r~' Ay is the positive-
definite matrix square root of the inverse metric G=' = r=2G7*. On the microscopic

timescale s = t/e, we have convergence r. — r for € going to zero, such that the fast
dynamics for frozen r is governed by the equation

W = =GP, 1)V (we, ) + b (we, ) + 0 AP (e, 1 )W .
Notice that the fast dynamics is intrinsic to S? (the 2-sphere with radius r), since
Ff’l‘ = Ff’l‘ = O °

That is, the additional Ito drift b~ = —6‘16’751“35 depends only on the local metric
G. Hence the conditional invariant measure of the fast process is simply given by the
appropriately normalized Gibbs measure on the sphere S?

Qsi(r) exp(—0V (w,r))v/det G(w, ) dw .

The slow dynamics is governed by the equation

'I:'E - _8TV(W€7T€) + br(w€77"€) + UW

vr(dw) =

with
V=B WMy, = -7 (GOT, + T7,)
and the Christoffel symbols

T 2 T T
e, =—rsin”d, 99 =—1, I7,.=0.
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By ergodicity of the fast process with respect to v, and application of the Averaging
Principle we obtain convergence r. — r9 as € — 0. The limit process obeys

A 2 -
where the averaged potential is given by
V(r) = Vo(r) + /5(w,r)1/r(dw). (3.50)

We can obtain the same limit result by using the local embedding N¥. ¢ R? x R3
with ¥ = 552. This can be seen as follows: As a first step consider the 2-sphere with
radius &, that is defined by the reaction coordinate ®1(q) = £. A local embedding
o¢: 8% — Sg C R3 is given by polar coordinates with fixed radius r = &

U% = £ cosypsind, £E>0
ag =¢sinpsind, 0<p<2rn
ngﬁcosﬁ, 0<v9<mr.

The next step is to construct a normal frame, for instance, by
n(oe(p, 7)) = V@i(oe(p, 7)) = o1(p, 7).

Since ||V®1(o¢)|| = 1 the normal coordinates that measure the distance to the surface
Sg are simply given by y = ®; — £. In local coordinates (p,d,y) the metric tensor is

( G5(§)+(C)'5(<Pﬂ9,y) 0 ) 7

95(3071973/) = 1

where the local surface metric G¢ = £2G is defined as above, and

Ceap = 2y (Dae, dn(050¢)) +y* (dn(daoe), dn(dsoe)) -
We can easily compute the matrix of the Weingarten map and the respective mean
curvature. For the Weingarten map we have the expression

Gelp, V) = —dn(-) = ' Pr,

where Pr : T,R” — T,S?, Pr =1—n (n,-) is the point-wise projection onto the
tangent plane to the unit sphere. Also the mean curvature is easily computed: Since
all tangent spaces T, 52 are two-dimensional, the projector Py has rank 2. Thus

2
ke = —tr &g :Z

which is the mean curvature of a 2-sphere in R?® with radius €. Using the result from
the last subsection, the locally averaged equations take the form

) _ 92 .

E(t) =—0:V(ER) + M + oW (t), (3.51)
where the averaged potential is given by

V() =Va©) + [ B, vsldo). (352)

Since r = y+¢ in this particular case, (3.51) equals already the global equation (3.49).
In terms of the geometric free energy G the limit equation thus reads

i(t) = —0,G(r(t)) + o W(t)
which is full agreement with (3.46).
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Example 3.11. One might imagine that the reaction coordinate is defined by
®a(q) = llall* = 4 + a3 + 3,

which is also a frequently used reaction coordinate for distance-based problems. Let us
denote p = ®,. Transforming the averaged equation (3.49) to an equation for p = r2
is straightforward: we find with (3.49) and Lemma 2.11

) ==1p() 0,7 (V/o0) + 5 + 20V/pO W (0), (3.53)

where we have used that the Christoffel symbol I'7. transforms like [81]

- (L) s 2oL
dp or  Or dp? 2p
Other than in the equation for 7, we have I')  # 0 which, in fact, yields the correct
limit equation as would be obtained by using modified polar coordinates from the
outset (replacing r by \/p), and then stepping through the averaging procedure. The
same equation is obtained by endowing the local limit equation (3.51) with the metric
m(p) = (4p)~! that is induced by the reaction coordinate ®3 due to (3.45).

3.3. Projection operator techniques

It remains to address the reaction coordinate dynamics for a second-order mechanical
system. For second-order systems we encounter the problem that the conditional
expectation over the fast degrees of freedom involves position and velocity
(momentum) variables. Now recall that in the Hamiltonian picture both positions
and momenta were treated as independent variables. However fixing the reaction
coordinate at a certain value amounts to imposing a holonomic constraint which
inevitably determines the conjugate momenta. In turn, by varying the slow position
and momentum variable independent of each other we obtain a fast subsystem
that is dissipative and no longer Hamiltonian. The natural invariant probability
measures for dissipative systems of this kind, so-called Axiom A flows, are Sinai-
Ruelle-Bowen (SRB) measures [191, 192]. Although SRB measures are special cases
of Gibbs measures (for example, they can be written in the form exp(—S), where S
is a suitably defined pseudo-potential), they are difficult to handle both analytically
and numerically; for example, if the flow of the fast subsystem is unbounded and
expanding, there is no way of sampling the invariant measure by numerical long-term
simulations. Moreover it is by no means clear whether the averaged system preserves
the structure of the original mechanical equations. We shall illustrate the problem:

Example 3.12. Let us again adopt the Lagrangian viewpoint for a second, and
consider the Lagrangian L : TNS? — R in polar coordinates (¢,9,7) € S2 x R,

b= % <G(19’ (@, 0" (¢719)> + %7*2 -V(r),

where V is a smooth, spherically-symmetric potential, and G (9, r) = 72G (9, 1) is the
metric of the 2-sphere with radius r. See Example 3.10 for details. Speeding up the
angle variables by scaling the respective velocities according to

Lﬁ(@? /(97 Ta Sba 197 T) = L(QO, 197 ra €Sb7 6197 T) 9
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we obtain Euler-Lagrange equations in first-order form with slow and fast variables
Fe(t) = pe(t)
Pe(t) = ~TopCl (G (1) = 8,V (re(t))

B2(0) = (1)
C(t) = 2T, (1) — 215, (Bpe(t)

subject to appropriate initial conditions. We have abbreviated w = (p,4). On the
microscopic timescale s = t/e we find the fast dynamics for frozen slow variables r, p:

W (t) = G (1)
(1) = —T5,6 (¢ () = 205,67 (t) p.

Note that since I'j,. # 0, the system is dissipative unless p = 0. In this particular case
the fast equations of motion describe geodesics on the 2-sphere of radius r, i.e.,

O (t) = Tl (O] (1)
The associated Gibbs measure is the ordinary Gibbs measure for the full system
restricted to the 2-sphere with radius r. That is,

(3.54)

o (dw, dw) =

ngl(r) exp(— 0T (w,w)) det G(w, r) dwdw

with the abbreviations

—3/2
Zg2(r) = 4rr? ( g )

2
for the normalization constant, and
1
TT(wvd)) = 5 <G(w7 T)W7w>
for the kinetic energy. We can write the slow equations again in second-order form,
ie(t) = ~Thpwf (] (t) — 0,V (re(t))

and average the quadratic part in the slow equation with respect to p,.. This yields

2 1
F(t) = —=—= — 0, V(r(t)), 3.55
(1) =5 ~ Vo) (3.55)
where we have used that I'},, = —rsin® ¥ and I'yy = —r. We easily recognize

that equation (3.55) is just the mechanical analogue of the stochastic limit equation
(3.49). Now let us revisit equation (3.54) assuming that p < 0. The Christoffel
symbols are I'?, = I‘gr = 1/r and zero else. Therefore the system is strictly
hyperbolic, whenever p < 0 is sufficiently large in modulus. If the system were
purely deterministic, the damping would dominate the dynamics, but its stationary
points, and therefore its invariant measures, would clearly depend on the initial values.
Consequently, the averaged equations would depend on which invariant measure we
choose. For the stochastic system with randomized velocities anything can happen.
Strictly speaking, the stochastic Hamiltonian system was defined only with regard
to the symplectic, time-reversible and energy-preserving Hamiltonian flow (which we
no longer have). But, having in mind the fluctuation-dissipation relation from the
Langevin equation, we can imagine that the dynamics will depend on how friction and
velocity perturbations counterbalance each other. And so will the invariant measure.
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3.3.1. Optimal prediction and the Mori-Zwanzig formalism Originally, the
idea of averaging stems from celestial mechanics [20]. Although the models considered
there were purely mechanical, i.e., second-order, the problems are slightly different
from ours. Indeed, the above considerations reveal that the application of the
Averaging Principle is beyond the scope of this thesis. A central paradigm in molecular
dynamics which comes from nonequilibrium thermodynamics is the method of Mori
[49] and Zwanzig [50]. It is a formal procedure to rewrite the equations of motion
in a specified set of essential variables (resolved variables). Unlike the Averaging
Principle the Mori-Zwanzig proceeds without eliminating degrees of freedom, but
rather incorporates them as some sort of heat bath, involving memory and noise.
What is called noise here actually results from the unresolved variables and is the
solution of an auxiliary equation which describes the dynamics orthogonal to the
subspace of the resolved (essential) variables. The key element of this procedure is a
projection operator, that projects the full set of equations onto the set of essential
degrees of freedom. The projection is orthogonal in the Hilbert space L?; thus it
projects onto a space of functions that depend on the essential variables only. However
this projection is not unique, and there is some freedom of choice. For instance, for first-
order systems the conditional expectation (3.8) provides such a projection, but likewise
the expectation (3.27) with respect to the constrained Gibbs measure. There is a subtle
point concerning the relation between projection and the orthogonal dynamics as has
been pointed out recently in [58]: the validity of the Mori-Zwanzig procedure relies on
the well-posedness of the equations for the unresolved variables; this issue is similar
to the closure problem for the fast dynamics in the averaging scheme, whereby the
projection must account for positions and the momenta (velocities) in an appropriate
manner to obtain well-posed equations of motion.

Before we proceed with the Mori-Zwanzig formalism, let us first consider the
problem of optimally projecting the equations of motion onto the (function) subspace
that is spanned by the reaction coordinate. This gives rise to a method called optimal
prediction: Suppose we want to approximate the dynamics of an unresolved variable
in some function space norm, say, in the Hilbert space L2. Basically, this is to say
that we want to study the best-approximation of an observable with regard to its
expectation value. To this end let pcan(dz) denote the Gibbs measure on the phase
space E = T*R"™. We introduce the weighted Hilbert space

20 = {0 E= R [ 0(e) () < o0}
E
that is endowed with an appropriately weighted scalar product

(u,v)H = /Eu(z)v(z) tean(d2) .

Recall the problem of optimal subspace projection, e.g., by the method of Principal
Component Analysis (PCA) in Section 2.4. In some sense, optimal prediction can
be considered the function space analogue of optimally projecting onto a dominant
subspace. For example, consider the conditional expectation E¢(-) = E(:|® = &) as
defined in (3.8) for a reaction coordinate ®. It is easy to check that the conditional
expectation defines an orthogonal projection

II: L?(p) — L*(p) € L*(p),  (ILf)(§) = Bef,

where f(d¢) « Z(£)d¢ is the marginal probability of the reaction coordinate. In
other words, the conditional expectation is an orthogonal projection onto the space
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of functions that depend only on the reaction coordinate. Given an arbitrary function
¢ € L*(p), this projection has the following useful property [64]

lo =Tl < llo— vl Vv € L ().
where || -]/, denotes the norm in L?(u). Labelling by E(+) the expectation with respect
tO lcan, then the last inequality can be expressed in terms of expectation values,

El¢ - Beol? <Elo— vf* Wb € L2(j).
For the sake of illustration consider a reaction coordinate ®(t) = ®(g(t)). Since

d
5 20) = D(q(t)) " p(t)
is linear in the momenta, the best-approximation of the reaction coordinate with

respect to the conditional expectation E¢(-) becomes trivial, viz.,

£(t)=0, ¢0)=¢.
The approach is clearly not unique, and the optimal prediction equation very much
depends on the choice of the conditional expectation. For example, one could project
onto functions that depend on both ® and & or other relevant quantities. For our
purpose it is more convenient to define a conditional expectation, that involves the
reaction coordinate ® and its conjugate momentum ©O.

Definition 3.13. Let the function ® : R — R* denote a smooth reaction coordinate,
and let © : T*R™ — R* be its conjugate momentum map.'' We define the marginal
probability density of ®,0© in the canonical ensemble by

Riem = [ 3(00) = O5(O(.p) ~ pew(dndp). (350

The conditional probability measure is denoted pg¢ , = 6(® —€)6(© — 1) pican. Then for
an integrable function f = f(q,p), we define the conditional expectation by

1

Beof = g o @ n)uca(da.do) (357)

Quite remarkably, E¢,(-) comprises the expectation with respect to the
constrained canonical ensemble as the special case E¢o(-). Hence the expectation
E¢ () # E¢(-) is intrinsic to the constrained phase space T*X, where ¥ = ®~1(¢).
That is, it does not depend on the function ® but only on the surface . For the
details the interested reader is referred to the relevant literature [194, 195].

Now optimal prediction proceeds as follows: Suppose we are given the molecular
Hamiltonian H explicitly in terms of the reaction coordinate &, its conjugate
momentum ©, and a bunch of unresolved coordinates and momenta. This gives rise
to equations for the reaction coordinate and its conjugate momentum

., OH
P =
00;
. o0H .
@i——w, ’L—l,...,k.

11We understand the term momentum map in a rather loose sense and not in accordance with
the definition that is conventionally used in geometric mechanics (e.g., see [81, 193]). Nevertheless we
regard the conjugate momentum © as a function of ¢ and p, thus a momentum map.
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The equations are not closed; they depend on both resolved and unresolved variables.
Replacing the right hand side of the equations by its best-approximation by taking
the conditional expectation yields the optimal prediction equations due to Hald [56]

OH
& =E¢, <%)

. OH .
ni:—Eg)n(@), ’L:].,...,k.

Proposition 3.14 (Hald 2000). The system (3.58) is Hamiltonian

(3.58)

~i78E
5_3771‘
. _ _OE
i = og

with total energy
E(&n) =—-8""InR(&n).

Formally the optimal prediction Hamiltonian resembles the free energy
expressions from the previous subsections. In fact it is some sort of free energy
(in phase space though) which is related to the geometric free energy. For better
distinguishability we shall speak of E as the optimal prediction free energy.

Optimal prediction equations In many relevant cases the representation of the
reduced equations (3.58) in terms of the optimal prediction free energy E is not
convenient, since F may not be accessible so easily (cf. Section 3.5). Even worse, in
general the conjugate momentum © is not known explicitly. Nevertheless it is possible
to recast (3.58) in a form that contains only quantities that are either already known
or that can be sampled by means of Thermodynamic Integration. Assume that Jp has

maximum rank. For convenience we introduce new coordinates 2z, ..., 2"
dl(q) forl=1,...,k
. l N q 3 )
z/J'Z_{ql foril=+k+1,...,n. (3.59)

This transformation is non-singular, for det Dy = volJs does not vanish by assuming
that Jp has maximum rank. Hence we can write the molecular Lagrangian as
1

L(z,%) = §akl(2)z'k2l —V(2), (3.60)
where ay; are the entries of the metric (D" D)t ot~! that is induced by the change
of coordinates. Due to (2.6) the conjugate momenta are given by w; = dL/927. The
Hamiltonian is then obtained as the Legendre transform H(z,w) = w;j/ — L(z, 2).
We may split the new coordinates according to z = (£, r) and w = (1, s), such that

1 .. 1 . 1
H( rmn,s) = 561”771'77]‘ + §am77i8a + 55M3a5v +V( ), (3.61)
where the a*' are the matrix elements of

T T
JoJe Mg ) . (3.62)

(DwTDwowl—( f—

Here we employ Latin indices to enumerate the reaction coordinate (upper left matrix
block), whereas the Greek indices label the unresolved modes (lower right unit block).
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The off-diagonal submatrix Mg € R(~k)*k {5 the minor of Jp that is made out of
the first n — k rows. Modulo normalization the marginal density thus becomes

Rigm) = [ exp(=B(€.rn.s) dLcr).

where dL¢(r, s) = \/det G¢(r)drds is the Hausdorff measure of ¥ x R"~* ¢ R" x R",
and G¢ is the induced metric on ¥ = ®~1(¢), that is obtained as the restriction of the
Euclidean metric to 3.2 We need to compute the partial derivatives of

E(ga 77) = _ﬁ_l 1nR(§7 C) .

We have

or 1 oH

= — —exp(—0H)dL¢ .

(9771 R T+ 8777’ p( 6 ) ¢
Since the off-diagonal terms are linear in s, they vanish on average, and it remains

oF

ont

Other than the constrained expectation E¢ o = Ex which is intrinsic to the surface

>, the conditional expectation E¢ , does not give rise to a proper dynamical system
that has p¢, as its invariant distribution. However we can sample E¢ ¢ and the fact
that @ is only a function of the configurational variables suggests to do a Taylor
expansion of the conditional expectation in powers of 7. If the temperature is low as
compared to the atomic masses (i.e., 5> 1), the Maxwellian momentum distribution
will be sharply peaked at 7 = 0. It is therefore convenient to replace E¢, by Eg¢
while neglecting higher order terms, in which case the last expression becomes

A = By (VO V&) + O(|n]) .

=AY (& n)n; with AY =E¢, (VO V7).

Accounting for the dependence of the Hausdorff measure dL¢ (surface element) on
the foliation parameter & by appropriately extending G¢ to the ambient space of
¥ = ®71(¢), we can compute the derivative with respect to £!. This yields

OF L[ (OH 1 (906
76~ 7 Ly (B + 3 (67158 ) ) ewtosmace,

0 1 oG

o Vet Ge=5tr (GQ#) \/det Ge
is basically the i-th component of the mean curvature of ¥ in R™; see Appendix C
for the calculation.!® Omitting again all terms that are linear in s, expanding all
other terms around n = 0, what remains decays into two parts: The first part is the
derivative of V with respect to & which, together with the mean curvature, can be
summarized to yield the derivative of the familiar geometric free energy (3.31). The

where

12Note that we still have to integrate over a manifold, and that G¢ is simply the metric of ¥ from
the preceding sections, where we have explicitly chosen r = ¢,...,¢" ¥ as local coordinates on X.

13This looks like a contradiction to Hald’s Theorem, since we have an extra term in addition to the
derivative of the Hamiltonian. However one should bear in mind that the coordinates r = ¢1,...,¢q" %
in the Hamiltonian (3.61) are not the unresolved variables, unless g is restricted to the fibre ®~1(¢).
But this means nothing but shifting the metric G¢ from the Hausdorff measure to the (unresolved)
kinetic energy part in the Hamiltonian. Yet this does not affect the integral.
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other term is the derivative of the (average) kinetic energy of the reaction coordinate,

such that we finally obtain
oF 0
og — a¢

As before the A% are the lowest-order components of the effective inverse mass, and K

is the geometric free energy (which we have labelled by K in order to avoid confusion
with the metric tensor Gg)

K@) =—f"'l /Z exp(—BV) do

with do¢ denoting the surface element of ¥ C R". Conclusively, the optimal prediction
free energy or effective Hamiltonian splits into kinetic and potential energy in the way
that is easily interpretable, and probably more handy for practical applications

B, ) = 5AY@mn; + K(©), (3.63)

where both the inverse mass A~! and the geometric free energy K (more precisely: the
mean force —VK') can be directly sampled by means of Thermodynamic Integration
using constrained molecular dynamics; see the detailed discussion in Section 4.2.
The reader may wonder whether one could recover the standard free energy by
integrating exp(—Q3FE) over the momenta. In fact, integrating out the momenta yields

-1
/exp(—ﬁE) dn o <\/det Eng:pr) exp(—8K).

But this is different from (3.26) which states the relation between geometric and
standard free energy, and which — upon using (3.28) — can be recast in the form

exp(—(F) = Ex(volJs) ' exp(—fK) .
Example 3.15. Let us reconsider the three-dimensional toy problem with radial

potential. Choosing coordinates (@, 9, p) on NX = S? x R, where p = ||¢||? denotes
the resolved coordinate (reaction coordinate), the Hamiltonian takes the form

(K (&) + A ©nyme) + Ol

H= % (G, p) " u,u) 4+ 2pC + W (p).

Again, G(?, p) = pG1(?¥) is the metric on the 2-sphere with radius \/p, and W(p) =
V(\/p) is the radial potential. In this particular case the expression for the optimal
prediction free energy (3.63) is exact and reads

E(p,¢) = 2p¢* - ' n /S (=B ()AL GT, ) dipdd
=2pC* +W(p) =5 Inp
plus additional constants which we have omitted. This puts forward the equations
p(t) = 4p(t)C(t)
1

C(t) = =9, W(p(t)) — 2¢(t)" + )
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3.3.2. The generalized Langevin equation Optimal prediction can be considered
a lowest-order approximation of the equations of motion, similar to the averaging
procedure. However it is possible to derive an exact evolution equation for the
essential variables which is very intuitive, and from which we can derive non-Markovian
corrections to optimal prediction. For this purpose we briefly review the projection
operator approach of Mori and Zwanzig as can be found in, e.g., [51, 196, 52].

Let us consider the problem how phase space functions evolve in time. To this end
consider a Hamiltonian H : T*R™ — R with coordinates z = (¢q,p). Let Xy be the
Hamiltonian vector field generated by H, and denote by z(t) = ¥;(z) with z = 2(0)
the integral curves of Xy (i.e., ¥ : E — E, E = T*R" is the Hamiltonian flow map).
For our purposes it is convenient to cast Hamilton’s equations in the form
L) = Xu(Wi(2), Wh(z) =+ (3.64)
Given a function fy : E — R, we define f(z,t) = (fo o ¥+)(z) as the pull-back of f; by
the flow map. It follows by (3.64) and chain rule that f obeys the differential equation
& (oo W) (=) = VI(W2) - Xin(Wa(2) (3.65)
Clearly the last equation is not closed in the sense that it does not give rise to the
time evolution of f without solving Hamilton’s equations for z(t) = ¥4(z). Recall that

Xu(Vi(2)) =DV(z) - Xp(2)
is the transformation rule (chain rule) for a generic vector field. But since ¥, is
symplectic and therefore preserves Hamilton’s equations, the identity Xy = Xg holds
true for the push-forward of a Hamiltonian vector field by its flow. Now recall the
definition of the Liouville equation (2.12). Using chain rule again and the definition
(2.13) of the Liouville operator, we can rewrite the ordinary differential equation (3.65)
as a partial differential equation in z and ¢. That is,

Of(zt) =Lf(21), [(z0)=folz), (3.66)
where now the symbol V in £ = Xg(z) - V denotes the derivative with respect to z.
(For the relation to the adjoint Liouville equation that governs the time evolution of
probability densities see the remark below.) We may endeavour the semigroup notation
from Section 2.1.1 and write the solution of the Liouville equation as

f=foo¥U,=exp(tL)fo.
In particular we can choose fo = z{, such that exp(tL)z§ = Wi(zg) describes the time
evolution of the i-th coordinate. The aim is to split the transfer operator T; = exp(tL)
into a part S; that acts only on the subspace of the essential (resolved) variables, and
a part Si- that operates on the orthogonal subspace.

Following [56] we denote by IT : L?(u) — L?(u) and @ = 1—1I a pair of orthogonal
projections (e.g., the conditional expectation). Modulo some technical assumptions we
require that QLQ is the infinitesimal generator of a strongly continuous semigroup. In
other words, we demand that QL generates a flow on the @Q subspace. For the details
we refer to [58, 197] and define S;i- as the propagator of

Orw(z,t) = QLw(z,1)
w(z,0) =wp(z) € kerII
which can be equivalently written as an inhomogeneous equation for w = exp(tQL)wo:
Ow(z,t) = Lw(z,t) — IILw(z,t)
w(z,0) =wp(z) € kerII.

(3.67)
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The solution of the last equation is easily obtained by Variation of Constants [198],
which results in a Volterra integral equation for the orthogonal dynamics w(z,t),

w(z,t) = Tywo(z) — /0 T I1Lw(z,s)ds. (3.68)

Using that T:£ = LT we may write the Liouville equation (3.66) in the form
8tf(Z, t) = 815th0(2) = Ttnﬁfo(Z) + TtQﬁfo(Z) .

In the second term the transfer operator T} acts on a function that lies in the nullspace
of II. Hence we can insert the solution (3.68) of the orthogonal dynamics with initial
condition wy = QL fo. Omitting the argument z from now on this gives

t
0y f(t) = TILfo + S-QLfo + / T, JILSTQLSfo ds. (3.69)
0

The last equation is often referred to as gemeralized Langevin equation. By no means
this equation is simpler than the original problem. In point of fact, the complexity
of the full-dimensional evolution problem has been transferred to the solution of the
Volterra integral equation of the second kind for the orthogonal dynamics.

The various terms in the generalized Langevin equation have suggestive physical
interpretations: The first term on the right hand side is Markovian. Indeed,

TIILfo = TILfo 0 Uy = TILF(L).

The second term in (3.69), which is usually interpreted as noise evolves the unresolved
variables according to the orthogonal dynamics’ equation. It remains in the orthogonal
subspace for all times, for S;*Q commutes with Q = Q2. Finally, the third term
depends on the value of the observable f at times s € [0,¢], i.e., it depends on the
past evolution up to time ¢. Accordingly it embodies memory effects that stem from
dynamical interaction between the two subspaces.

Introducing the abbreviations w(t) = S;-QLfy and K(t — s) = T;_,IIL we can
cast the generalized Langevin equation in the slightly more compact form

O f(t) =TLS(L) + /0 Kt — s)w(s)ds +w(t), (3.70)

where w(t) is the solution of the Volterra integral equation (3.68) for the orthogonal
dynamics with wy = QL fy. So far, the last equation is completely equivalent to the
Liouville equation (3.66), but in practice it can only be solved approximately.

Remark 3.16. Note the different signs in the Liouville equation (2.12) for densities
and the Liouville equation (5.66), and remember that the Liowvillian is skew-adjoint
in the Hilbert space L?(dz) (and so is in L*(u) for any smooth probability measure
u preserved by the Hamiltonian flow). Accordingly the Liouville equation (3.66) for
phase space functions can be regarded as the formal adjoint of (2.12).

This duality is the classical analogue of the famous dichotomy of Schrédinger
and Heisenberg picture in quantum mechanics; see, e.g., [199]. Recall that the time
evolution of a probability density p is the push-forward of an initial density po by the
Hamiltonian flow, i.e., p = po o Y_;, whereas the time-dependence of an observable
f is induced by the pull-back, f = foo W, of an initial value fo. We can make the
Schrodinger-Heisenberg duality more specific: Suppose we are interested in the time-
dependent expectation value of an observable f. As we have seen in (3.65) we can
calculate f(z,t) by following an initial preparation f(z,0) = fo(z) along a trajectory
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z(t) = U(z). If the initial values z are distributed according to some probability
distribution po(z), then

EHf(Zut):/EPO(Z)thO(Z)dZa

where we have employed the semigroup notation Ty = exp(tL). This representation of
time-dependent expectation values is called Heisenberg picture (or Lagrangian picture
in fluid dynamics, respectively). Changing our point of view slightly we may consider
the observable at a fized point in phase space, while weighting the observed quantity
with the current value of the initial ensemble,

%Wﬁ:Lh@ﬂm@M,

which is known by the name of Schrodinger representation. According to [200] the
adjoint semigroup is generated by the adjoint Liouwvillian £* = —L, i.e., T} = T_4.
Noting that Esf = (fo,T-tpo) we see immediately that {fo,T—tpo) = {fo,Ti'po) =
(T fo, po). Hence both representations are equivalent in the sense that Ey = Eg

Approximations and closures Although it seems appealing to make further
assertions, e.g., concerning a generalized fluctuation-dissipation relation, (3.70) is the
best we can achieve, unless we reinforce further assumptions. In particular we choose I1
to be the conditional expectation. We briefly review the most common approximation
schemes that are available in the relevant literature. To this end, we restrict our
attention to the case of a separable Hamiltonian that is of the form
H(e,,u,0) = 3 () + 3 (0,0) + V(z0)

where (x,u) € R¥ x R¥ denotes the reaction coordinate with its conjugate momentum,
whereas (y,v) € R"™F x R"~* labels a set of unresolved conjugate variables.

The Mori-Zwanzig approach is very elegant on the formal level of deriving the
generalized Langevin equation, but it becomes a bit messy when it comes to specific
the equations of motion. Therefore, and for the sake of clarity, we shall be very explicit
regarding notation: we let z = (z,y,u,v) abbreviate the state vector, and we write
©(z,t) = Uy(z) for the solution curves that are generated by the Hamiltonian H.
Moreover let the projection II be the conditional expectation E¢ ,, = E(-|z1 =&, 23 =
7)) that is understood with respect to the initial conditions, where the corresponding
probability density is given by (3.56). Note that this point of view is different from
the optimal prediction viewpoint, where simply the right hand side of Hamilton’s
equations was replaced by its optimal L2-projection given the current value of the
reaction coordinate. (Consult the recent textbook [59] for some clarifying remarks.) It
can readily checked that the generalized Langevin equation takes the form

8t</71(zvt) = EE-,U903(Za t)
Orps(z,t) = —=VG(p1(z,t)) + /0 K(t— s)w(z,s)ds + w(z,t),

where the integral kernel K(t — s) = Ti_;E¢,L is defined as above, and VG =

E¢ ,D,V(-,-). The fluctuation term stems from the orthogonal dynamics equation,
w(zvt) = _Stlv (V(%(Za t)v ) - G(wl(zvt))) .

So far the generalized Langevin equation involves no approximations, notwithstanding

the separability assumption on the Hamiltonian. But obviously the equations are

(3.71)
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not closed, for they still depend on the initial values of the unresolved variables.
A commonly used simplification is obtained by taking the conditional expectation on
either sides of the equation which, by definition of the orthogonal dynamics, annihilates
the fluctuation term. Defining £(t) = (E¢ ,1)(&,n,t) and 1(t) = (E¢ ne3)(€, 1, 1), the
generalized Langevin equation (3.71) becomes upon projecting from the left

£(t) = n(t)
n(t) = —E¢ ,VG(p1(2,t)) + /0 E¢ ,K(t — s)w(z,s)ds.

Still the equations are not closed, since the conditional expectation does not commute
with the evaluation of the nonlinear force term, i.e., E¢ , VG(¢1(2,t)) # VG(£(2)). In
order to obtain an equation for (£, 7n) we follow [64] and interchange the evaluation of
the effective force and the conditional expectation:

Be., VG (1 (2, 0)) = VG(Be 1 (1) = VG(E(D)). (3.72)
We refer to this step as mean-field approximation. The reader should not be bothered
by this step, since the sole alternative would be to neglect the spreading of ¢1(z,t) due
to different initial conditions in z. However it has turned out [201] that one is better

off preserving the distributed initial conditions, while mistreating them slightly, than
completely ignoring them. This yields a non-Markovian optimal prediction equation

&(t) = n(t)
n(t) = -VG(E()) + /0 E:,K(t — s)w(z,s)ds.

Note that the memory integral contains information about the unresolved modes,
and so we still have to solve the orthogonal dynamics equation. Suppose the Volterra
equation (3.68) is well-posed. Following [202] the formal solution of (3.68) is'*

w(z,t) = ((z,1) —/0 R(t, s)¢(z,s)ds,

where R(t, s) is the resolvent kernel

(3.73)

o0 t
R(t,s)=> (=) ki(t,s), rilt,s) = / K(t—¢)ki_1(s,s)ds
i=1 0
with k1(t,s) = K(t — s). The smoothness of w(z, ) depends on the smoothness of the
memory kernel. Clearly solving the equations numerically is not necessarily easier than
directly solving the Liouville equation (3.67) for the orthogonal dynamics. Nevertheless
the Neumann series above is related to an iterative scheme that is useful once an
approximate solution is known. For a sufficiently small time step h we consider

h
w(z,h) =((z,h) — /0 K(h—s)w(z,s)ds, (3.74)

where ((z,h) = Thwo(2), and E¢ yw(z,s) = 0, i.e., w(-, s) lies in the nullspace of the
projection II = E¢ ;. We shall apply the method of successive approximations to the
integral equation (3.74). This method consists in constructing a sequence

h
ug+1(z,h) = ((z,h) — /0 K(h — s)uk(z,s)ds

140Of course, well-posedness depends upon the choice of the underlying function space. In particular
the existence of weak L2-solutions has been proved recently in the article [58]
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with E¢ ,ur(z,s) = 0 and initialization ug(z,h) = ((z,h). It can be regarded as a
Picard iteration for the differential equation (3.65). Pushing the iteration to the next
order ui, exploiting the semigroup property Ty = Tp_s o T, we find

u1(z,h) = (1 — hE¢ ;L) ((2, h)

and so forth. It is known that for a sufficiently smooth integral kernel K(h — s)
that satisfies a local Lipschitz condition the sequence {uj} eventually converges to
the orthogonal dynamics solution in some interval [0, 7], i.e., ug(z,h) — w(z,h) for
h € [0,7] as k — oo. However existence and uniqueness is guaranteed only locally;
basically the maximally achievable 7 up to which the solution can be continued
depends on boundedness and decay of the integral kernel. For details the reader may
consult the references [203, 204]. It is interesting to note that extending the lowest
order approximation w(z, h) ~ ug(z,h) to h = ¢ and substituting it into (3.73) yields
what circulates in the literature as t-damping equation

£(t) = n(t)
(t) = =VG(ER) — tv(E@®) - (D),

where the positive semi-definite friction matrix v is given by

WE) = Beyy (V(V(1,9) = G) ¥ (V) = Gla)T)

In the last step we have once more interchanged the conditional expectation with
the function evaluation (mean-field approximation). Roughly speaking the ¢-damping
equation amounts to the approximation Sj- ~ Tj; see [64] and the references therein.
However we note that neither ug nor u; ought to be considered a systematic asymptotic
expansion for the orthogonal dynamics that is valid beyond the characteristic decay
time A of the orthogonal dynamics. In particular the energy in the t-damping equation
will quickly decay to zero. This seems rather unphysical, and we therefore suggest to
approximate the memory kernel not until the level of numerical discretization.

A related approximation which is popular in the nonequilibrium statistical
mechanics community consists in introducing a characteristic time 7 that indicates
the support of the memory integral backwards in time; see, e.g. [205, 206]. The basic
idea is to replace (3.74) by a modified Volterra equation

(3.75)

t
w(t) = ((z,t) — / K(t—s)w(z,s)ds, w, W€ kerEg,,

0
where W(s) = wo(2)k(s/7), and k(s/7) is an arbitrary function satisfying

k(0)=1 and /Oook(s/T)zT.

For k(s/T) = exp(—s/7) we can easily expand the integral in powers of 7 and obtain
a t-damping-like equation which reads to lowest order in 7 (see [207])

£(t) = n(t)

i(t) = =VG(E®) — (@) - n(t)
with the previously defined friction matrix. Unlike (3.75) the friction term in the last
equation does not increase as time evolves, provided v stays bounded. Nevertheless

the system is dissipative in the sense that the total energy of the system is decreasing
along the solution curves and eventually goes to zero. A further ad-hoc modification
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that has been suggested recently in the PhD thesis [55] consists in adding an extra
stochastic term to the equations with (yet unknown) statistics. This leads to

£(t) = n(t)

(t) = =VG(E(t) — 7y(&(0)) - n(t) + F(§(t), 1),
which is a linear Langevin equation but should not be confused with the covariant
Langevin equation (2.25) with configuration-dependent friction and noise coefficients.
If F(&,t) is an uncorrelated, zero-mean stochastic process that satisfies the generalized
fluctuation-dissipation relation,

EF(&s)F(&6)" =218717(€)d(s — 1),

then the linear Langevin equation has the invariant probability density

(&) ox exp(—BE(E,m) with  B(€.n) = 1 (n.n) +G(E).

Remark 3.17. We mention that there is an ongoing discussion about whether the
Volterra equation or approximations thereof are well-posed and numerical solutions
exist [58, 208, 209]; see also [209]. Regarding stability of the solutions with respect
to perturbations of the (unresolved) initial conditions we refer to the excellent survey
article [202] and the references given there.

Many authors study a special case of a Volterra integro-differential equation that
relates the velocity autocorrelation function of the reaction coordinate to the memory
kernel, in case the system consists of harmonic oscillators only [210]; however these
authors rarely take into account the specific assumptions under which the equations
have been derived (e.g., linear projections rather than conditional expectations); see,
e.g., [53, 211]. Moreover this type of Volterra equation suffers from various degrees of
ill-posedness, and the numerical integration is notoriously unstable. Therefore many
authors resort to reqularization techniques, e.g., (sequential) Tikhonov regularization,
or choosing local ansatz functions for the memory kernel [54]..

To the best of the author’s knowledge there are no statements regarding the
numerical efficiency of the Mori-Zwanzig method as compared to simulations of the
full model, and detailed numerical studies of the gemeralized Langevin equation are
desirable. Moreover, systematic studies of Markov approxzimations are rare, e.g., [57].
But addressing the computational aspects in an adequate way is far beyond the scope
of this thesis, and we leave it at the few remarks given above. For related approaches
using a moment expansion of the Liouville equation we refer to [212].

3.4. Modelling fast degrees of freedom: adiabatic perturbation theory

In this subsection we put forward another approach to get rid of certain irrelevant
(unresolved) degrees of freedom. The name adiabatic perturbation theory is borrowed
from the theory of adiabatic invariants of integrable systems which is a common topic
in celestial mechanics. The theory of adiabatic invariants relies on the formalism of
canonical transformations: an oscillatory system is recast into an equivalent one with
action-angle coordinates (I, ), such that I is invariant under the Hamiltonian flow,
and ¢ is an angular coordinate on a torus [20]. If the action variables I are not
preserved but slowly varying (slow is meant in comparison with the angle variables),
we arrive at the classical averaging problem; see [213] and the references therein.
The method which is proposed in this section can be considered a
thermodynamical variant of the action-angle problem, which is better suited to
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problem involving a heat bath. It leads to a simplification of the former averaging
problem, and it relies on the basic insight that certain degrees of freedom are fast
and have comparably small amplitude, such that we can treat them as harmonic
oscillations. Not only does this considerably simplify the analysis of the models and
their numerical simulation, but most of the unresolved variables are harmonic anyway,
e.g., bond and bond angle vibrations, or solvent motion to mention just a few.

By no means the averaging results that we present are new. However the current
approach places emphasis on two different aspects: First of all it gives rise to a
alternative view on fast motions from which semi-analytic, reduced models can be
developed that have few free parameters. Secondly, it explains once more the relation
between stiff harmonic modes, e.g., bonds, and constrained variables. In other words,
it points out the (in principle well-known but often ignored) difference between a
constrained system, where certain modes are held fixed at equilibrium values, and
very stiff systems, where the system is allowed to oscillate around these values. The
last remark concerns the difference between conditional and constrained expectations
(Fixman Theorem or Blue Moon formula), and it provides a physical understanding
of techniques like the widely-used umbrella sampling; cf. [76].

A modelling potential Suppose that any of the subspace reduction methods from
Section 2.4 has given us an approximating subspace M that is spanned by a few slow
variables, say, ', ..., 2" "%, and assume that the dynamics stays close to this subspace
over a finite time interval. Given a local orthonormal frame {n;(c(z)),...,ns(c(x))}
over M with normal coordinates y € R® we define a confining potential by

U(o,n) = 55 (Blo)n,n) |
2¢2
where n € N,M with n = yin;(c(x)), and € < 1 is an empirical scaling parameter,
that might be chosen, for instance, as the autocorrelation time ratio of the slowest
and the first truncated dominant degree of freedom. Suppose that for each o € M the
matrix B(o) € R™*" is positive-semidefinite of rank s. In bundle coordinates (z,y)

the confinement potential then takes the form

Ul y) = 55 (K (@))oy) (3.76)

Note that if we assume that the matrix B(o) above has maximum rank s, then the
symmetric, and positive-definite matrix K(z) € R**® is simply B(c) written in the
basis of the normal frame. In fact, it is recommendable to construct the normal frame
from the eigenvectors of B(c) corresponding to non-zero eigenvalues.

The confinement potential U, is designed in such a way that it achieves its
minimum exactly on the approximant [27]. This is always possible if the matrix K
has s strictly positive eigenvalues (recall that the codimension of M C R™ is s). If €
tends to zero, it generates a force in the neighbourhood of M that pushes the moving
particle to the manifold. Clearly in the limit the particle must remain on M, and we
obtain a reduced system that lives only on the approximant.

By construction, U captures the influence of the normal modes which have small
variance.'® This offers a reliable description of the motion close to the approximant M,
provided the matrix family B(c) is appropriately chosen. For example, one may think
of B(o) as the covariance or correlation matrix of the system conditional on x. This

15The term normal mode is not to be confused with what is typically called Normal Mode Analysis.
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Udz,y) = 32 (K(2)y, )

M = {(z,y)ly = 0}

Figure 7. Schematic plot of the confining potential.

would guarantee that the normal modes reproduce the statistics of the unresolved
motion in the vicinity of the approximant. The idea now is to replace the original
potential V by a modelling potential

Ve(z,y) = Var(2) + Ue(2,y)

in a tubular neighbourhood of M. For example, one might think of Vs (z) = V(o(x))
as the restriction of the molecular to the approximant, or Vas(z) = F(z) could be some
kind of free energy in the essential variables x. This can by rephrased saying that the
fast variables are modelled by appropriate Ornstein-Uhlenbeck processes (Brownian
motion) or harmonic oscillators, respectively (second-order equations).

Strong confinement limit: diffusive motion To formulate our idea precisely we
start studying the limit ¢ — 0 for the Smoluchowski equation. Let V. : R™ — R be
the modelling potential. Then for § > 0 the Smoluchowski equation on R"™ reads

Ge(t) = —grad Ve(qe (1)) + V261 W (1)
We assume that the approximant M that is spanned by the essential variables is
a smoothly embedded submanifold of codimension s in R™, and we denote this
embedding by ¢ : R"™* — M C R". As before we introduce local coordinates
¥ o = 1,...,n — s on M, and normal coordinates 3*, i = 1,...,s that measure
the distance to M with respect to the normal frame {nq,...,ns}. In terms of the local
coordinates the Smoluchowski equation becomes according to Lemma 2.11

I(: - _gal(xe; yé) 8[‘/5(5175, ye) + ba(xéa yé) + aal(xe, yé) VVl
i = —g" (e, ye) OVe(we,ye) + b (we, ye) + a’ (we, ye) Wi,

where b = —p! g’”l"Zl denotes the additional It6 drift term with the symmetric
Christoffel symbols I'?;, and a*! are the entries of the uniquely defined positive-definite
matrix square root of g~! multiplied by the noise amplitude /23~ (see Appendix B
for the definition of the metric tensor g). The effect of confining a Brownian particle
to the submanifold M is expressed in the next statement following an idea due to [74].

(3.77)
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Proposition 3.18. For all € > 0 let the process (x.(t),yc(t)) € R™ defined by (3.77)
with e-dependent initial values (x.(0),yc(0)) = (z, ey) be a continuous Markov process.
Furthermore let the processes admit a family of unique invariant measures p(dx, dy).
Then as € — 0 the process z.(t) € R" ™% converges in probability to a stochastic process
z(t) € R"™* satisfying the following differential equation

i(t) = b(x(t)) — grad V(z(t)) + a(x(t)) W (), (3.78)

where the effective potential is given by

V(z) = Va(z) + % Indet K (z) .

The rightmost term is a Fizman potential. The remaining coefficients are
b*(@) = 071G @)TGs(), a™(2) = V25 (VET@)
with the Christoffel symbols I'Ss(x) = I'J5(x,0) of the metric G(z) on M.

ay

Proof. For the relation between the various free energies and the Fixman potential
see the paragraph above Remark 3.21 below. First of all observe that Vi(x,y) =
Vi(x,e 1y). Hence we suggest to introduce scaled variables y = ez, in order to
circumvent a blow up of the normal energy in the confinement limit. Moreover we
assume that all realizations will stay in the tubular neighbourhood of M. In the scaled
coordinates (z, z) the equations of motion read

€ €

. 1 .
i =——gt Vi — g2P 95Vi + b2 + a2 W,

| L L Lo (3.79)
G =—500 Vi— —gL 0sVi + b+ —al Wi,
€ € € €
where we have introduced the scaled quantities ge = g(z,€z), be = b(z,ez) and
ae = ac(z,ez). Now the normal energy remains finite as € goes to zero, and the

equations have the standard form to which the Averaging Principle applies. It can
be readily checked that the e-family of invariant measures is given by

pf(dz,dz) = Zi exp (—Vi(z,2)) /det g(x, €z) dadz .

In order to compute the conditional invariant measure of the fast process we make a
time scaling ¢ — €2¢, taking into account that the noise scales like W (t) — e W (€%t):

% = —2g% 9,V — 2g°P 9gV1 + €22 + ea W,
Zi = —gij 8jV1 — egiﬁ 85‘/1 + Ebz + ail Wl .

Letting € go to zero yields the fast process conditioned on the frozen slow variables x
3= — 899, Vi(x,2) + /261" W, (3.80)

where we have taken advantage of the identity g% (x,0) = §. The conditional invariant
measure then is independent of € and has the remarkably simple form

e (dz) = ﬁ exp (—pU1(z, 2)) dz,
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which is owed to the fact that the fibres N,M locally look like R?, since we have
dilated the normal direction in the just described way; no functional determinant is
involved.'® Endeavouring the Averaging Principle we have to compute the integral

. o1t
() = limy Tim /0 Fo (e zat)) dt
where f& denotes the right hand side of the x-equation in (3.79). Note that the
conditional fast process is a non-degenerate Ornstein-Uhlenbeck process, and therefore
z5(t) is exponentially mixing, i.e., ergodic. Hence we can replace the time average by

Fete) = tim [ £ 2) pald).

Since pi;(dz) does not depend on €, and the integrand is uniformly continuous in z we
may interchange the limit ¢ — 0 with the integration. We can split f& = h% + k& into
one part that becomes independent of z as € goes to zero

lim 2 (z, 2) = b*(x,0) + a®!(z,0)W;
and into a remainder that gives
lii% k& (z,2) = lg% g (x, e2) O Vi (, 2)
=G (x) ((%Vl(x, z) — w;(Xﬁ)zj[)iVl (z, z))

The second term which contains the 1-form coefficients w;() of the normal connection
is determined by those off-diagonal terms of the inverse metric tensor which are
linear in z, as follows upon Taylor expanding the inverse of g in powers of z; since
g% (z,0) = 0, the singular term vanishes completely (cf. Appendix B). Clearly only
terms that are quadratic in z will survive the averaging procedure, since z has zero

mean; therefore all terms w;()zj 2% with 4 # j are averaged out, where the additional

z* comes from the partial derivative of the quadratic potential. However w!(:) is a

skew-symmetric form and thus w}(X) = 0 (see the remark below). B
In order to complete the proof it remains to evaluate f* = h® + k% with h = ho.
Since g*(z,0) = 5lﬁGO‘B we have b* = b*(z,0) and therefore

fOt

—GM/(%Vl(:E,z)um(dz) + 0%+ a W,
1 - .
=-G0, <VM(9C) + 35 In det K(:C)) +b0* +a W, .

Noting that gradV = G~'VV and @ = \/23-1G~! we see that f is the right hand side
of (3.78). Finally, convergence in probability z.(t) — z(t) is a straight consequence
of the Averaging Principle for non-degenerate diffusion processes [24]. (See also the
recent paper [17] for a convergence proof.) O

Note that the degree of complexity in the reduced equations is of course a matter
of how the approximant M is embedded into the R™, since the metric G is induced

16Moreover the dilation has the consequence that we can extend the average of the slow process
over the full fibres in the normal bundle (i.e., without the restriction to the tubular neighbourhood),
as effects of the extrinsic geometry vanish anyway as € goes to zero.
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by the embedding M C R™ which is open to choice. In point of fact, M will often be
a linear subspace of R", such that the reduced equations simply become

i(t) = —grad V(z(t)) + /26~ 1W(t), (gradV =VV).

Strong confinement limit: mechanical system We have to be careful with
regard to naive application of the Averaging Principle: the situation is less clear
here than in the diffusion case, since in general the equations do not admit a unique
invariant measure. Therefore we shall restrict our attention to the stochastic version
of the equations of motion (i.e., with randomized momenta and distributed initial
conditions) and give only informal statements concerning convergence (cf. [24, 214]).
We support our conjectures by suitable numerical examples below.

We consider an e-family of Lagrangians L. : TNM — R with the modelling
potential V. that has been substituted for the molecular potential. Using bundle
coordinates (x,y) the Euler-Lagrange equations can be written in first-order form

[e3%

e = ug
ug = —F%l(:ve,ye)wfwi - gal(xea Ye)OVe(@e, ye) (3.81)
Je =ve
vi = —le(xé,ye)wfwi - gil(:zré,ye)alvé(:ce, Ye)
with the shorthand w = (u,v) for the tangent space coordinates. As before we

introduce scaled coordinates z = y/e in order to prevent the normal energy from

diverging for ¢ — 0. The thus scaled equations of motion are

(0% — uOt
€

1 .
o @ k. 1l o [e%
Ue = _Fe,klwe We — e ’Ya’le - Egejajvl

1, (3.82)

. , 1 ..
. k, 1
e = ~Tepwewe — 9:°0aV1 — —g2 0V

with the same abbreviation as before: g = g(z,ez) and ngl = T} (z,e2).
The Lagrangian that corresponds to the scaled Euler-Lagrange equations then is
K (x,z,2,2) = Le(x, ez, &, e2). If we let Ec(r,s) with » = (2, 2) and r = § denote the
total energy of the Lagrangian K., then the corresponding invariant Gibbs measure
can be written in terms of a smooth density. That is, for each value of € we have

ve(dr,ds) = Z- ' exp (—BE.(r,s)) det g.(r) drds .

€

The finite energy scaling has the effect that the Gibbs measure v will contract to the
Gibbs measure on T'M as € goes to zero with an additional term that comes from the
scaled constraining potential Ui (x, z). Indeed

V0 o exp (—B(E1(x,0,,0) + Uy (x, 2))) det G(z) .

Scaling the free variable according to ¢ — et (microscopic timescale), we find

o= eus
g = —GF?,kzwfwi - 69?757‘/1 - geajajvl
Je =
Ui = —GFi,kzwfwi - egiaﬁaVl - gijale .
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Sending ¢ — 0 and exploiting that g%/ — 0 in the equation for u®, since the off-
diagonal entries of the inverse metric g-! vanish, we have @(t) — 0 and u(t) — 0.
This yields equations of motion for z(t) conditioned on the frozen slow variable x

i=—g"(2,0)0;,Vi(z, 2) = —0iUs(, 2),
such that the conditional invariant measure becomes

1
Vy(dz,dv) = —— exp (—BE,(z,v)) dzdv .
Q)
with the conditional normal energy
1

E.(z,v) = 3 (v,v)y + Uy (x, 2) .
Observing that I'j; . — 0 as e — 0, computing the average of the slow dynamics is
no different than in the diffusion case. Since all terms which are linear in v vanish, it
remains the average of the potential terms; the mechanical analogue of (3.78) is

T =u”

= —I‘?Y‘(;(x)uvu‘s — G*(2)9,V ()
with the Christoffel symbols I'7s of the metric G on M and the averaged potential

(3.83)

V(z) = Va(z) + % Indet K (z) .

Clearly the confined system is Hamiltonian with energy

Hy(z,p) = % (G(z)"'p.p) + U(),

and we claim that the original model system (3.81) (appropriately randomized) with
initial values that are distributed according to (z,y,u,v) ~ exp(—BE(z, ey, u,v))
converges in distribution to the (randomized) confined system given by (3.83) with
initial conditions that are distributed according to (z,u) ~ exp(—SHo(x, Gu)).

Remark 3.19. The Langevin equation that is associated to (3.83) reads

o 0Hy
Op”
.84
o aHO ~ 6H0 ~ ) (3 8 )
P = g e gs +<as W
In accordance with Lemma 2.10, friction 4 = JX~.J, and noise coefficients ¢ = JI's
satisfy the fluctuation-dissipation relation, where J, = Do s the Jacobian of the

embedding o : R"° — M C R", and W denotes the Wiener process in R™"™%.
Basically the derivation of (3.84) is along the lines of the last paragraph, applying
the L2-convergence result of Kifer [215] for hypo-elliptic diffusion processes; see also
[216, 217]. We omit this lengthy calculation, that involves some subtleties (non-
resonance and exponential mixing conditions) and refer to the next subsection where
a numerical illustration for a Langevin system with an eigenvalue resonance is given.

Example 3.20. Consider the Hamiltonian function H : T*R? — R

1 1
H(;C?yauuv) = 5“’2 + §U2 + ‘/;(l',y)

with the potential

1 1
‘/e(xay) = Z(x2 - 1)2 + FW($)2ZJ2 )
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and z € R, y € R. The function w(z) > ¢ > 0 is defined as before:
w(z) =1+ Cexp (—a(z — 20)?) .

As € — 0 the potential V. induces a large force pushing a particle towards the
equilibrium manifold y = 0. Choosing initial values y = O(¢) the confinement to the
z-axis then results in additional force on the particle that is given by the derivative
of the Fixman potential. In order to let the energy remain finite we apply a scaling
transform to the fast variables, (y,v) — (ey, e 'v). This yields a scaled Hamiltonian
H. to which the following Lagrangian is associated
L 1, 1, .
LE(Ia Y, z, y) = 5172 =+ 5 (Ey)2 - Vl(fl?, y) .
The corresponding Euler-Lagrange equations can be written as a first-order system

Te(t) = 7e(t)
Te(t) = —ae(t) (e (t)2 -1) - w/(xe(t))w(xﬁ(t))ye(t)2
1 (3.85)

$elt) = ——wlwl)uclt)

with initial values that are distributed according to (x,y,r,s) ~ exp(—GE1(x,y,r,s))
independently of €. (Here E; is the total energy of the Lagrangian L, for ¢ = 1. Note
that without scaling the initial values, the total energy diverges. As a consequence the
limit orbits may not lie on the z-axis at all (cf. [218]).) On the slow timescale t — et
we find that the fast dynamics alone is given by

yac(t) = Sx(t)
Sm(t) = - w(‘r)Qym(t) )

which can be regarded as a Hamiltonian system with the oscillation energy
1
Eu(y,s) = 35° +w(e)y?
and the conditional invariant measure

o (dy, ds) = ﬁ) exp(—BE (y, 5)) dyds.

Application of the Averaging principle yields the limit equation

io(t) = ro(t)

fo(t) = —ao(t)(xo(t)* — 1) — B~ Inw(wo (1))
Notice that the rightmost term is again the derivative of the Fixman potential. It is
furthermore easy to see that in our particular example the mean force is the derivative
of the free energy. A comparison of the limit solution and the full solution for various
values of € is shown in Figure 9. Apparently, the averaged solution is always pretty close
to the limit solution, except at the dynamical barrier. The reason is that the frequency
of the fast oscillator is almost constant away from the barrier, such that the two degrees
of freedom are virtually decoupled, and averaging trivially gives good approximations
(see Section 6 for a detailed discussion of the deviations from the averaged dynamics).
For values below € = 0.1 the two solutions are almost indistinguishable; notice that the
convergence is even pathwise. The long-term dynamics of the slow variable is depicted
in Figure 8. Here we have integrated both the limit solution and the full equation

(3.86)
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Figure 8. Long-term behaviour of the solution of (3.85) for ¢ = 0.1 versus the
limit solution. Upper panel: Typical hybrid Monte-Carlo (HMC) realization for
B = 4.0 and 100 integration steps between the HMC points. Lower panel: invariant
density of the slow dynamics computed from 500 000 sample points.

using a hybrid Monte-Carlo scheme with internal step-size h = 1072 and an step-size
T = 1072 between the Monte-Carlo points, i.e., new momenta were drawn every 10
integration steps. The long-term simulation has been carried out with 7 = 10~! and
500 000 Monte-Carlo points.

Fixman potential reloaded Summarizing, the confinement (also: strong molecular
restraint) has the effect that a correction potential, the Fixman potential

U=p3"'InvVdet K,

has to be added to the restricted dynamics on M in order to capture the influence of
the fast modes [178]. Note that the result is similar to the results in classical mechanics
[179, 75, 27], and it is well-known [218] that in case the normal energy is finite the
correction potential does not depend on the embedding of M into R™. Here keeping the
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Figure 9. The two plots illustrate convergence of the full system of equations
(3.85) towards the limit system (3.86). It can be seen that the error for a
typical realization of a HMC trajectory is maximum at the dynamical barrier
x = xg; for e = 1 it even happens that the full dynamics makes a transition to a
neighbouring metastable set and deviates completely. All simulations have been
carried out at the temperature 8 = 4.0, and we have have chosen the parameters
A =15, a =200, o = 0.8 for the frequency function w(x). The lower panel gives
a zoom into the upper graphics around z = 1.

normal energy bounded is achieved by the dilatation y — ey of the fibres in the normal
bundle. In the example above it turned out that the mean force could be expressed as
the derivative of the (geometric) free energy. However in general the Fixman potential
is different from the free energy which very well depends on the extrinsic geometry as
we have seen in the section on free energy (cf. the discussion about dynamical barriers
in the specific case of a flat geometry).

Before we conclude let us let us briefly clarify the relation between the Fixman
potential here and the quantity formerly denominated the Fixman potential, viz.,
W = B3~ 'InvolJs. To this end we remind the reader that volJs = vdet D®TD® for
a function ® : R™ — R?, and we consider a free Hamiltonian system onto which a
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constraint ®(q) = £ is imposed by adding the confining potential

Wlo) = 5oy (Bla) ~ €)°

As before the spatial initial conditions gy = ¢.(0) are located in a tubular e
neighbourhood of ¥ = ®~1(¢). That is, we require ®(gp) — & = O(e) in order to
prevent the energy from diverging in the limit ¢ — 0. By expanding W, in terms of
the normal coordinates around the constraint manifold and repeating the calculation
from above, it is then straightforward to show that the Fixman potential W becomes
the potential of the limiting confining force perpendicular to X.

In molecular simulations, the Fixman potential is sometimes added to a
constrained Hamiltonian (e.g., with frozen molecular bonds) in order to mimic
unconstrained dynamics and to reproduce the correct statistics of an unconstrained
system [28]. By the way, the same can be done for Brownian dynamics [17]. However
as we have argued in the proof of Lemma 3.18 and in the last example (cf. Figure 9),
the convergence of the confined system to the limit system is often pathwise. That is,
by adding the Fixman potential to a constrained system do even approximate single
trajectories of the stiff, unconstrained system.

Remark 3.21. Let us shortly comment on the relevance of the connection 1-forms
wi(X) associated with the normal frame. There is one possible scenario where the
connection gives contributions to the average force, namely, if the embedded manifold
has singular points 0. where n;(c.) = 0 for some of the normal vectors. In this case
wi(X) is different from zero, and in some \/e-scale neighbourhood of these points the
averaged dynamics will differ from the full solution. However it follows from Sard’s
Theorem that such points form a set of measure zero, and therefore the confinement
result holds whenever the reaction coordinate is sufficiently smooth.

3.4.1. Resonances in molecular systems For purely deterministic systems it is
well-known that eigenvalue crossings in the matrix K of the confining potential may
have large impact on the limit equation. It is an open question whether degeneracies of
the matrix K can affect the approximation capabilities of the stochastic limit system
as well. To address this question, let us briefly review the Averaging Principle for
almost integrable system as it appears in celestial mechanics. To this end we follow
the outline in [98] and consider the Hamiltonian H, = H(I,¢) that is assumed to
give rise to the following weakly perturbed system

I =cf(I,p,0) (3.87)

Sb = _W(I) +€g(Ia 9076) ) (388)
where I € R™ and ¢ € T™ (cf. equation (3.2)). In the limit € — 0 the I = (I1,..., 1)
become first integrals of the resulting vector field, where the condition I = I singles
out an invariant torus T™ with coordinates ¢ = (¢1, ..., ©m). For e = 0 the equation
¢ = —w(Ip) defines a conditional flow on the torus, which can be easily solved,

o) =po —wt, w=w).

Now assume that the right hand side of the slow equation is periodic for € = 0, i.e.,
fI,o+27m,0) = f(I,p,0). The time average of the slow equation is simply

1"
f(IO)_Th*{r(l)oT‘/O f(107S00_Wt70)dt7
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and is independent of pg. The classical Averaging Principle of Neishtadt [219] consists
in replacing the full system above by the spatially averaged system

=), FO) = g [ S0 0)d.

The last equality states that the conditional flow o(t) is such that in the limit t — oo
the torus is uniformly sampled which excludes periodic orbits, for example. Basically,
replacing the time average by the spatial average requires that the components of the
frequency are non-resonant. That is, for all J € R™ we require (at least) that there
are no integer coeflicients k; € Z, such that

krwr (J) + .. 4 kmwm(J) =0, Z|k|;£0 (3.89)

If, for instance, the two frequencies of a two—dlmensmnal harmonic oscillator are
related by w; = kwy with k& € N, then the system admits a periodic orbit with
ws = min(wy,ws). Hence the conditional fast flow covers only a one-dimensional
submanifold (namely, the periodic orbit) of the two-dimensional torus TZ.

To see how the above problem is related to ours, consider the family Hamiltonians
H. with confinement potential as is obtained as the Legendre transform of the
Lagrangian L. in the last section. We shall restrict our attention to initial value
problems at constant energy (i.e., the microcanonical setting). The Hamiltonian reads

sez (K @)y.)

By construction, the conditional system of equations for frozen z is integrable. Hence
coordinates (I, ¢) exist, such that there is a (x, €)-parameter family of canonical (i.e.,
symplectic) transformations. The corresponding family of Hamiltonians is

L) =Y Ii(w ewi(x)

where the wy(x) are square roots of the eigenvalues of K(x), and I, = Ix(y,v;x,€).
Although (z,w)z.c — (I,¢)s,c is a symplectic transformation when z is fixed, the full
transformation S’ : (z,z,p,w) — (x,0,p,I) is not unless we set € = 0 (note that
w = 0Hy/dI in (3.87) above). However we can compute the equations of motion with
respect to the pulled-back (non-standard) symplectic form, which of course becomes
e-dependent [220]. Enforcing the non-resonance condition (3.89) and letting e tend to
zero, one obtains an averaged system that is Hamiltonian with the energy [221]

1 1
Hf(xvyauvv) = 5 (u,u) + 5 <1},1}> + VM('I) +

Hy(x,p) = )+ Vi (a Z Trwi(x

1

2 <
Here the averaged action variables J, = I are constant and depend solely on the initial
conditions (z(0), y(0),v(0)) of the original system. Hence also in microcanonical setting

the confinement has the effect that an additional potential is added to the constrained
dynamics on T* M. This should be compared to the Fixman potential,

=" Jiwn(z) vs. Up(x) =51 nw(x)
k=1 k=1

noting that Uy depends on the temperature 1/3, whereas Wy only depends on the
scaled initial energy of fast system via the initial values (z(0),y(0),v(0)) which is
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easily explained by the different underlying ensemble concepts, i.e., canonical vs.
microcanonical; see the monograph [27] for a detailed discussion.

An interesting question is how resonances could affect the confinement result in
the molecular dynamics case. For the classical situation it is well-known [20] that the
approximation capability of the limit system is related to the exponent v > 0 that
appears in so-called Diophantine conditions

[ (k,w(J))| > c|lk]|™", JeR* VkeZ\{0}.

That is, if for given 7 the measure of frequencies wy(J) that violate the Diophantine
condition is large (almost resonant regimes), the averaged system is likely to be a
bad approximation to the original dynamics. However the effect of the resonance also
depends on how long the system stays in the vicinity of an almost resonant set. If
the normal motion is generated by non-degenerate Ornstein-Uhlenbeck processes the
system is mixing and we expect no problems. However for a stochastic Hamiltonian
system or Langevin dynamics at low friction and noise the situation is less clear.

To determine the measure of the frequency set that violates the Diophantine
condition is a tedious and challenging mathematical task that goes far beyond the
scope of the present thesis (cf. the articles [222, 223, 224]). Therefore we will not take
up this discussion here, but we shall study the problem by means of an illustrative
model system instead. To this end consider a singularly perturbed potential which
constrains to a submanifold of codimension s = 2:

Ud(e,y) = —5 (A(2)y, y) A(I)_(al(x) ¢ )

2¢2 ¢ ax(r)

with a;(z) = (z £1)2 + A, and a coupling constant 0 < ¢ < 1. The additive constant
A > 0 is chosen such that A is a positive matrix (e.g., A = 2¢). The frequencies wy, are
the eigenvalues of A which are shown in Figure 10. The eigenvalues of A are \; = w?

3
Nr) = & (@) +as(z) | \/(a1 (z) — az(x))
2 4
Note that at « = 0 the eigenvalues are separated by a gap of width A\ = 2¢ (avoided

crossing). As ¢ — 0 the gap closes, and the system has a resonance wy = ws.

We compare the classical singularly perturbed Hamiltonian initial value problem
and compare it to the stochastic Hamiltonian system with randomized momenta. To
this end consider the three-dimensional model Hamiltonian

(A(z)y, )

2
+c2.

n 1
2 2 2¢2
putting forward the equations of motion

1 1
Hf(xvyauvv) = —U2 + 5 <1} 1}>

Te = Ue

. 1

Ue = _@ <A(w€)yeaye>

. (3.90)
Ye = Ve

. 1

Ve = —6—2A(x€)y€.

The system is integrated subject to the initial conditions (x(0),y(0),u(0),v(0)) =
(T4, €Ys, Ux, U« ). The associated limit Hamiltonian has the form

1
Hy(x,u) = §U2 + Jiwi(z) + Jowa(z)
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Figure 10. Eigenvalues of the matrix A: the dotted blue lines show a1 and a2),
whereas the red and green curves show the eigenvalues A\; = w% and Ag = w%. As
the zoom in the lower panel illustrates the eigenvalues exhibit an avoided crossing
at z = 0 with frequency gap A\ = 2¢ (right panel).

with the frequencies w;(z) = y/\;(x) from above and the action variables [221]

1 1 1
Ji = o)) (§w12 + 5%2(:10*)212)
Here z = C(z4)ys, and w = 2, where C(x) € O(2) is the orthogonal matrix that
point-wise diagonalizes A(x) = CT (x)A(x)C(x). We start the integration of the full
Hamiltonian system (3.90) with initial values that are chosen such that the action
variables It (t) = I (y(t), v(t); z(t), €) satisfy I5(0) ~ 1 and I5(0) ~ 0. Then as ¢ — 0
we expect that the action variables uniformly converge to the adiabatic invariants,
If — Ji. As can be seen from Figure 11 the action variables remain almost constant
unless the system reaches the resonant regime around x = 0, where energy is suddenly
transferred from one normal mode (oscillation) to the other, such that the action
variables vary significantly. For fixed coupling constant ¢ > 0 between the oscillators
these non-adiabatic transitions become weaker as € decreases. In fact it is known that
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Figure 11. Jump of the action variables If(t) at the avoided crossing. It can
be seen that jumps occur exactly when the dynamics reaches = = 0. The
plots show the dynamics of the I (t) for ¢ = 1 (blue), ¢ = 0.1 (green), and
€ = 0.01 (red). All numerical simulations were carried out at constant step-

size h = 0.0002 using a symplectic Leapfrog/Verlet scheme with initial values
(2(0), 51 (0), 5*(0), u(0),v" (0), v*(0)) = (~1,0,¢,0,0,0).

non-adiabatic transitions occur in a y/e-neighbourhood of a resonance [225, 226].

Of course we have to keep in mind that we are not interested in tracing the I}
but rather in approximating the slow variable x.(t) by the effective motion z(t) which
is generated by H ;. Here the situation is even worse, since once the system has passed
through the (avoided) crossing, though constant again, the values of the If have been
altered. Yet the limit Hamiltonian H  is still the same with J; = I?(0) which is likely
not to capture the true dynamics after a non-adiabatic transition has occurred. Hence
the limit solution and full solution deviate more and more whenever the system passes
through the crossing (see Figure 12).

Now let us repeat the experiment for a stochastic Hamiltonian system with
randomized momenta. Of course it does not make sense to look at action variables
which are anyway stochastic variables, since they depend on the random momenta
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Figure 12. The approximation of the full solution with ¢ = 0.002 by the limit
solution € = 0 becomes worse each time the system passes through a resonance
(crossing). The integration was carried out with step-size h = 1075 and initial
values (CC(O), yl (0)7 y2 (0)7 u(0)7 vl (0)7 ,U2 (0)) = (_17 07 € Oy 07 0)

of the fast dynamics. Anyway there is no limit result which states that they should
become constant as € goes to zero. Nonetheless we may compare the slow motion z(t)
to the limit motion z(¢). A typical realization of the Hamiltonian system (3.90) at
the temperature 3 = 4.0 is shown in Figure 13. Apparently for relatively large € the
avoided crossing does not affect the dynamics at all. Even if we close the eigenvalue
gap by letting the coupling constant ¢ go to zero, the limit dynamics still approximates
the full dynamics (a typical realization and the corresponding Fixman potential for
¢ = 0.0001 is shown in Figure 14 below). Observe that the nascent resonance at z =0
induces an additional potential barrier that renders the system to be (though weakly)
metastable. Last but not least we illustrate the dynamics at various temperatures while
keeping e, ¢ fixed. We choose ¢ = O(y/€), which is typically considered the worst case
(e.g., see [227] and the references therein). For e = 0.01 we observe that for our test
problem the system full dynamics and the limit dynamics are almost indistinguishable
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Figure 13. Typical realization for the stochastic Hamiltonian system associated
with (3.90) for moderate coupling ¢ = 0.1. The simulations were performed using
a hybrid Monte-Carlo (HMC) scheme at temperature 8 = 3.0 with step-size
h = 0.0005 for the Leapfrog integrator choosing new momenta every 100 steps.
The lower panel shows a zoom into the upper one.

for various values of 3 (see Figure 15).

Certainly these short simulations are nothing more than illustrations of what
can happen in the presence of resonances or almost-resonances (avoided crossings).
However they should get the impression to the reader that the impact of resonances
on the limiting behaviour of appropriately ”thermalized” systems does not seem as
severe as for purely deterministic systems.

The reader may wonder if the Fixman potential Uy is just the average of the
deterministic potential Wy over all initial values with respect to the Gibbs distribution.
It is easy to see that this is not the case, for

Woe.22) = S wn(o) [ ey, v)va. (dy.do) # Uao).
k=1

where the average is with respect to the Gibbs measure v, of the normal modes.
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Figure 14. HMC simulation for weak coupling ¢ = 0.0001 and ¢ = 0.05. The
upper panel shows the corresponding Fixman potential for 3 = 3.0.

Remark 3.22. We take a brief look at Langevin dynamics in the limit of low friction
and moise which represents a particular case — even in the absence of resonances:
Consider the Langevin equation for the confinement problem. For o, scalar satisfying
the fluctuation-dissipation relation 2y = Bo? we have the equations of motion

Te = Ue

. 1 :

Ue = _ﬁ <A(xe)yea y€> — Yue + oWy

, € (3.91)
Ye = Ve

. 1 :

Ve = =5 A(Te)Ye — Yve + W2 .

€

We are interested in the quasi-deterministic limit v,0 — 0 with v ~ o2 (constant
temperature). For this purpose we introduce a scaling parameter 6 < 1 and we set
v = 6v0 and o = \doy. As before we dilate the normal coordinates according to
(y,v) — (ey,v), defining z = y/e (note that z and v are no longer conjugate variables).
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Figure 15. Typical HMC simulations for ¢ = 0.1 and ¢ = 0.01 at various
temperatures. Note that the limit and the full trajectories are virtually
indistinguishable. The lower panel shows the respective Fixman potentials.

On the microscopic (i.e., slow) timescale the Langevin equation now becomes

Te,§ = EUes
€

ﬁe,é = -3 <A($E,5)ZE,5; Zs,5> - 6670“6,5 + @Uowl
2 (3.92)

735,5 = Ve,s
Vs = —A(Te5)2e,s — €0Y0Ve,5 + VeEdooWa.

Suppose the coupling constant ¢ > 0 is kept fized. Even then we are caught in
a complicated situation since there are two distinct scaling parameters, where the
limiting behaviour very much depends on the order of letting €,0 tend to zero, and
we have to consider certain distinguished limits. Roughly speaking, 6 — 0 brings us
straight to the deterministic world, and the description using the Fizman potential
becomes inappropriate, whereas letting € go to zero first amounts to the fully stochastic
situation. Therefore it is recommendable to couple the two scales in a way that € ~ §.
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Figure 16. Typical realizations of the slow variable z. s for the two-parameter
Langevin equation (3.92) with coupled parameters € ~ § (blue curves: full system,
red curves: limit dynamics for e = 0). The realizations indicate that for €,§ — 0
the averaged dynamics with the Fixman potential does no longer approximate the
full (quasi-deterministic) system. In contrast, taking the limit ¢ — 0 while keeping
0 =1 fixed leads to the usual (stochastic) limiting behaviour which is also robust
in the vicinity of the avoided crossing.

Letting now €,d go to zero we see that friction and noise vanish at a higher rate
than the slow variable x.s freezes. Hence the assumptions underlying the Averaging
Principle fail, for the fast dynamics does no longer admit a unique invariant measure.
Accordingly we expect that the Fixman potential does not provide the correct limit
description for €,§ — 0, even far away from the avoided crossing.

Indeed the realizations shown in Figure 16 indicate that for e,6 — 0 the averaged
system of equations (3.84) with the Fizman potential does no longer approximate the
full (quasi-deterministic) system. In contrast, taking the limit ¢ — 0 while keeping
0 > ¢ fized leads to the usual (stochastic) limiting behaviour which is also robust in
the vicinity of the avoided crossing. We emphasize that these hand-waving arguments
can only provide restricted insight; a rigorous study of the two-parameter system
(8.92) requires profound knowledge of the system itself and careful analysis of the
distinguished limits which cannot be given here. For the method of distinguished limits
and perturbative multiscale expansions we refer to [228] and the references therein.
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3.4.2. Relations to geometric singular perturbation theory This whole
section has surveyed different techniques for the elimination of fast degrees of freedom.
All these techniques have in common that the fast degrees of freedom are averaged
out with respect to some particular probability distribution that is either the invariant
measure of the fast dynamics (Averaging Principle) or a prescribed probability
measure (optimal prediction). Here we shall briefly mention yet another approach
which proceeds by discarding (and hence disregarding) the fast variables, which is
reasonable under certain conditions. Let us consider a deterministic slow-fast system

#(0) = £ (0), (0,0
i(0) = Zg(a(0) y(0), ).

where ¢ < 1, and (z,y) € R? x R*® are slow and fast coordinates, respectively. So
far we have considered the limit € — 0, but the limiting equation clearly depends on
how the limit is reached. In fact by simply setting e = 0, the system degenerates to a
differential-algebraic equation of the form

() = f(x(t),y(t),0)

0 =g(x(t),y(t),0).
Suppose that g is sufficiently smooth, such that the equation g(z,y,0) = 0 defines a
differentiable manifold M = ¢g~1(0). Further assuming that Dag(z,y,0) # 0 on M,

the Implicit Function Theorem states that we can locally solve for y = h(z). Upon
reinserting h into the slow equation we obtain the reduced system!”

x(t) = F(x(t)), F(z)= f(z,h(x),0). (3.94)

In some sense this restriction can be understood as averaging over the fast variables,
where the corresponding conditional invariant measure is singular with support on
M, ie., pz(dy) = dp(z,y). It has been shown [229, 230] that, if M is uniformly
asymptotically stable, then the full system (3.93) stays in a tubular e-neighbourhood
of M, such that it can be approximated by solving the reduced system (3.94).

The proper geometric description of the dynamics in the vicinity of the invariant
manifold M is due to Fenichel [231], who has shown that for sufficiently small e an
invariant manifold M. exist that can be parametrized by a formal series

€ =¢(xe) with &(x,€) = h(z) + ehy(x) + 2ho(x) + ... .
The corresponding reduced equations of motion for 0 < € < 1 then are
(1) :Fé(x(t))v Fe(.%') :f(‘rvg(xve)ve)'
For the general theory and conditions that guarantee convergence of the formal power

series we refer to the review [232] and the references given there. Nicely, the above
considerations can be generalized to stochastic systems of Smoluchowski type

(0) = £ (0) y(0) €) + oala(t), y(t), W (1)
i(t) = ala(t): (0).€) + T=b(a(t)y(0). OW ()

(3.93)

(3.95)

with 02 = 2/3. By applying the above arguments to the deterministic part in the
stochastic equations of motion, and imposing some non-degeneracy condition on the

"We call M uniformly (hyperbolic) asymptotically stable, if and only if all eigenvalues of the
Jacobian Dag(x, h(x),0) have negative real parts and are uniformly bounded away from zero.
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covariance matrix aa® of the noise it has been shown recently [129] that the sample
paths remain concentrated inside a tubular o-neighbourhood of M.. Under certain
conditions it is then possible to approximate (3.95) by the reduced stochastic system

#(1) = Fu(a(0)) + 0 Ada(0) (1) (3.96)
with
F.(x) = f(z,&(z,e),e) and A (x) =a(x,&(z,€),€)

The reduced equation provides an approximation up to the first exit time 7. from M..
The approximation is of order o+/€(1 + x(t)), where x(¢) depends on the associated
deterministic system and is bounded whenever the deterministic system admits a
uniformly hyperbolic, asymptotically stable invariant manifold. In particular for e = 0
the reduced system gives simply the slow diffusion restricted to the invariant manifold
M = M that is defined by the algebraic equation g(x,y,0) = 0.

Replacing the full system (3.95) by the reduced system (3.96) in a controlled
manner involves many subtleties; in particular the first exit time 7. from the invariant
manifold goes to zero as ¢ — 0, and therefore the estimation for the approximation
error becomes useless. For the technical intricacies we refer to [129, 233].

Example 3.23. Reconsider our familiar confinement problem for a diffusion process
in R2. Using the scaling y = ez of the fast coordinate we have the system of equations

j75 - _8xv(x€) - 8xw($€)w(175)2€2 + UWl
(3.97)

Ze = —6—2&12(905)25 + EO’WQ.

with the sharply-peaked frequency (see Figure 4)
w(z) =1+ Cexp (—a(z —20)?) . (3.98)

The invariant manifold of the deterministic equation that is defined by the condition
z = 0 is clearly uniformly hyperbolic and asymptotically stable, for w(x) > ¢ > 0. For
fixed € > 0 the diameter of the invariant manifold M, is determined by the second
derivative of the constraining potential, and it becomes wider, if w(z) is large, i.e., the
potential is stiff, and it becomes narrower, if w(x) is small. This accounts for the fact
that for a stiff potential there is less spreading of trajectories. For e = 0 the reduced
system turns out to be the confined system (3.78), but without the additional Fixman
potential,

i?o = —an(xo) + UWl .

As we have seen throughout several examples, the confined system including the
Fixman potential U = 3~ !Inw approximates the full dynamics rather well, and the
reader may wonder, if solutions of the last equation can do better. Figure 17 shows a
typical realization of the Smoluchowski equation above for small € versus the averaged
and the restricted dynamics. The plot clearly indicates that the averaged dynamics
yields the better approximation. Especially the long-term behaviour (the invariant
distribution) is not captured by the restricted dynamics at all.

Of course even for € > 0 the reduced equations on the invariant manifold M,
were never meant to approximate the long-term behaviour of the full system, since the
system is likely to leave M, after some time. Nevertheless we mention this approach, as
discarding fast harmonic and quasi-harmonic motions is quite common in molecular
applications; for instance, almost every popular molecular dynamics code imposes
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Figure 17. The upper panel shows typical realizations of the slow-fast
Smoluchowski equation (3.97) versus the averaged and its restricted limit
equation. The integration was performed using an Euler-Maruyama scheme with
step-size h = 10~% and initial values (x(0), 2(0)) = (x0,0) as is consistent with
the restriction to the invariant manifold M. The lower panel shows unnormalized
histograms of the slow coordinates. Notice that only the averaged system
reproduces the three metastable sets correctly, since the additional barrier at
x = 0.8 stems from the entropy contribution of the fast modes (cf. the discussion
regarding the entropy contribution of fast bond vibrations in Section 3.1.1).

constraints on the fast bond vibrations without accounting for their contribution (given
by the Fixman potential) to the remaining system.

18

Spatial decomposition methods reconsidered If the invariant manifold M is
known from the outset there are plenty of methods to restrict a system to it. For
first-order systems and invariant manifolds that are linear subspaces of the systems’
configuration space a convenient route is the Galerkin projection: Recall the discussion

181n fact, this is not quite correct, since many molecular force fields are parametrized such as to
reproduce certain physical effects subject to frozen bond lengths or even bond angles [234].

92



from Section 2.4, and let z € R™ denote the original configuration variable. Denote
further by P the n X d matrix the rows of which span the d-dimensional subspace
M. Then PPTz € M, and we can introduce local coordinates 2 = P72z on M. The
Galerkin projection then consists in the projection of the full system

5(t) = f(=(0),1), = € R
onto the tangent space of M. That is,
i(t) = PTf(Px(t),t), € R®.

For mechanical systems one has to be more careful, since the Galerkin projection does
not preserve the Hamiltonian property of the system, even if it is written as a first-
order system. The canonical way to restrict a mechanical system to a submanifold
of its configuration space is by means of holonomic constraints [162]. That is, the
restriction of the equations of motion is obtained by, firstly, restricting the original
Lagrangian to 7'M and then, secondly, computing the corresponding Euler-Lagrange
equations. It clearly depends on the particular system whether the reduced equations
are really simpler to evaluate than the original ones. For example, if f = —gradV in
the equations above, where V' is the molecular potential, then the right hand side of
the reduced equations still requires the gradient evaluation of the full molecular force
field which is typically the most expensive operation in numerical simulations.

3.5. Summary and bibliographical remarks

This section briefly revisits the variety of different strategies that have been introduced
to systematically deduce reduced models for conformation dynamics of molecules
provided a suitable reaction coordinate is known.

Distinct notions of free energy Consider a molecule with configurations ¢ € R"
and conjugate momenta p € TyR™ = R". Let further ¢ : R" — R* be a smooth
reaction coordinate. If the molecular Hamiltonian is denoted by H = T 4+ V', then the
standard free energy is defined by the marginal density of the reaction coordinate,

F(=-p" 111/Z . exp(—BH)(volJe) *dH ,

or
F(&)=-p"" ln/ exp(—BV)(volJg) tdo
s

which differs from the former only by an additive constant (recall that Jp = D®).
Here ¥ = ®~1(¢) is the level set of the function ® that is defined by the equation
®(q) = &, where dog denotes its surface element. In contrast to that, dH¢ is the
Hausdorff measure of ¥ x R™ considered as a submanifold of R” x R™. By construction,
F captures the correct statistical weights between different conformations [1, 235].

There is yet another definition that is important in the context of transition state
theory [3, 4] which is based on the probability density of the surface ¥ C R",

G(O) =~ [ exp(-pH)ae.

or
G(&) = —5—1111/ exp(—BV)doe .
b
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We have termed this second type of free energy the geometric free energy, since it
depends only on the surface ¥ but not on the reaction coordinate ®. The difference
between the two free energies and implications thereof have been clearly stated for the
first time in the review [13]. The authors of [5] insist on calling only F' a proper free
energy, since GG is not a function of the reaction coordinate. However we think that
only G deserves the name potential of mean force, for only the derivative of G can
be written as an average generalized force as has been pointed out in Section 3.1.1.
Moreover unlike VF, only VG transform like a 1-form (i.e., a force).

By analyzing the different probability densities underlying the two free energies,
we recover the famous Fixman Theorem or the Blue Moon reweighting formula, that
allows for computing conditional expectations from constrained simulations [178, 71],

Es (f(g)(volJs(q))™")
Ex(volJa(q)) !

The leftmost expectation is a conditional expectation E¢(-) = E(-| ®(q) = ), whereas
the one on the right denotes the expectation with respect to the Gibbs measure
restricted to the fibre ¥ = ®71(¢), i.e., Ex(-) = E(-|¢ € X). The formula marks
the important difference between a function ® and a surface ¥ that is defined as
its level set: there are many functions that have identical level sets. Basically, the
Blue Moon formula can be considered an instance of Federer’s co-area formula [70].
Accordingly, the reasoning that leads to Blue Moon does not involve any reference
to an underlying dynamical system. Therefore, and in contrast to what is commonly
asserted, the formula holds whether or not the system involves momenta. Moreover the
relation is true for any configurational probability measure. As a straight consequence
F and G are related by the simple formula

F(¢) =G(€) — ' InEx(volJp) ™!

E¢f(q) =

Averaging for stochastic differential equations Consider the diffusion of a
molecule with configurations ¢ € R™ in the potential energy landscape V : R™ — R,

q(t) = —grad V(q(t)) + V26~ W (t).

Suppose we can arbitrarily speed up all variables except the reaction coordinate.
Basically this amounts to speeding up the dynamics along the fibres ®~1(¢) for all
regular values & of the reaction coordinate. Of course it is not possible to find a
global coordinate transformation so as to rewrite the above equation in terms of the
reaction coordinate and the remaining coordinates. However we can locally consider
the accelerated dynamics on each fibre ¥ = ®71(¢) and average the right hand side
of the equations of motion over the invariant measure vs, x exp(—8V)doe of the thus
accelerated dynamics. This yields an effective drift and noise orthogonal to each fibre.
In order to recover the global picture, we endow the state space that is spanned by
the reaction coordinate with an appropriate averaged metric

m(¢) = Ex(D®TD®) "1,
By this we obtain a reduced model for the dynamics of the reaction coordinate
€ = —grad G(€) +b(¢) + v/20~"a(€) W,

where grad G = m~!VG@ is the gradient of the geometric free energy, a is the positive-
definite square root of the inverse metric tensor m~!, and We denotes standard
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Brownian motion in RF (here, k is the dimension of the reaction coordinate). The

additional drift comes from interpreting the equation in the sense of Ito; it is given by
(&) = 571mjkrék

with F; . denoting the symmetric Christoffel symbols associated with the Riemannian

metric m. We emphasize that the derivation of the reduces system is based on an

arbitrary manipulation of the original model which is not unique.

In point of fact, there is yet another possibility to accelerate the dynamics
orthogonal to the reaction coordinate using a projection operator approach. This
amounts to a decomposition along the lines of the invariant measure of the system
(gluing together different conditional measures). For a single reaction coordinate the
authors of [13] derive a reduced equation that involves the free energy F'

€= h(€)OeF (&) + 671 0h(€) + V2B~ (W,
where the metric factor h is defined as the conditional expectation

h(€) = E¢||[Vo(q)]*,
which should be distinguished from the (constrained) expectation with respect to vs.
It is not obvious that the second equation really transforms like an It6 equation, as
it does not have the standard covariant form. However it has been demonstrated that
it is consistent with It6 formula under transformations of the reaction coordinate.
Since this is also true for the other reduced equation one could expect that the two
equations are equivalent. Intriguingly this is not the case, unless V& is a function of &
only. Then h = m~'. The difference can be explained by drawing upon to the different
decompositions into fast and slow variables (probabilistic versus geometric).

Optimal prediction and the Mori-Zwanzig procedure If the original system
is Hamiltonian the methods of choice can be subsumed under the name of projection
operator techniques. Unlike the ordinary averaging techniques these methods do not
explicitly rely on the assumption of time scale separation, and they take into account
that the configurational variables and their conjugate momenta are independent
variables (i.e., the equations is effectively second-order):

;  OH
1 _3pi

0H .
pi:—a—qi, 1=1,...,n.

Let us assume the system is appropriately thermalized, i.e., we consider a stochastic
perturbations of the original deterministic system, such that the system at temperature
T =1/ is ergodic with respect to the canonical probability measure p x exp(—GH).
Let ® : R"” — R* denote again a reaction coordinate with (yet unknown) conjugate
momentum O : R” x R® — R*. Then the conditional expectation
Ecy() =E(-|®(q) =& 6(q,p) =)

defines an orthogonal projection in the Hilbert space L?(u1), where E(+) is meant with
respect to u. Exploiting the best-approximation property of orthogonal projections,
one can show that the optimal approximation of Hamilton’s equations in L?(u) in
terms of £ and 7 solely is obtained by the projected equations of motion

. OF
j_ 2=
¢ n;
OF .
77]:_8_&7 jzlu"'aka
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where the optimal prediction free energy F (effective Hamiltonian) is defined by

E(¢,n) =—-8"1 hl/*z exp(—BH)dLe ,, .
Here dL¢ , is the Hausdorff measure of the submanifold ¥ x R"~* C R™ x R" that is
defined as the level set of the reaction coordinate and its conjugate momentum.
The optimal prediction equations in Hamiltonian form are due to Hald and were
stated in [56]. We could show that the effective Hamiltonian E relates to known
quantities as the geometric free energy G in the following intuitive way

1
E(&m) = 5 (1(&nm) + G(&) + O(ln]) -
The effective inverse mass is given by
1(¢) =EsJ§ Jo

where the expectation is understood with respect to the constrained Gibbs measure
vy, « exp(—pFV)doe. Neither G nor I depend on the momentum variables. If the
temperature is low as compared to the atomic masses (i.e., § > 1) the Maxwellian
momentum distribution is sharply peaked around n = 0, such that we can neglect all
higher-order contributions and interpret the effective Hamiltonian in the usual way as
a sum of kinetic and potential energy. Doing so, the reader may wonder whether one
could recover the standard free energy by integrating exp(—GE) over the momenta.
In fact, integrating out the momenta yields

[ exp(=pE)dn £ Coxp(~5F).

That is, the reaction coordinate distribution generated by the optimal prediction
system is not given by exp(—/SF') which is no surprise whatsoever, as we have neglected
all terms that are at least O(||n||*).

The Mori-Zwanzig procedure (e.g., [51, 197, 236] consists in decomposing the
Liouville equation that is associated with the Hamiltonian system into a part that
acts only in the direction of the reaction coordinate plus a remainder. To this end we
define the projection I = E¢ ,,, IT: L?(u) — L?(u). If (g(t), p(t)) denotes the solution
of Hamilton’s equations depending on initial values ¢ = ¢(0) and p = p(0), then the
generalized Langevin equation for a function f(¢) := f(q(¢), p(t)) reads

Ouf(t) =TILf(t) + /O K(s—t)w(s)ds + w(t).

Here K is a friction kernel that makes the equation non-Markovian, and w is the
solution of an Volterra integral equation that is defined on the subspace orthogonal
to the reaction coordinate. The operator £ is the usual Liouvillian that is generated
by the Hamiltonian vector field. Although the various terms in the last equation have
appealing physical interpretations (drift, friction and noise) the equation is useless
without further assumptions and approximations. For example, if the Hamiltonian is
separable, explicitly containing the reaction coordinate and its conjugate momentum,
a (rather bold) approximation to the generalized Langevin equation is the so-called
t-damping equation, proposed by the authors of [201]. It reads

£(t) = n(t)
n(t) — VG(E(t) +ty(E(t)) -n(t),
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and it is the formerly introduced optimal prediction equation with a Markovian friction
term that increases with time. The symmetric and positive semi-definite matrix
describes configuration-dependent friction, and G is the geometric free energy (which
coincides with the standard free energy F' in this particular case). An alternative
equation, where ¢ in the friction term is replaced by a constant characteristic time
scale 7 is suggested in [55]. However in either case the system is dissipative and the
energy of the system quickly decays to zero (which is not true for the original system).

Systematic studies of the Mori-Zwanzig procedure are extremely rare; see, e.g.
[237, 57, 58]. Even worse, they rely on rather restrictive assumptions (e.g., separable,
quadratic Kac-Zwanzig Hamiltonian as in [60]) which considerably limits the usability
of the Mori-Zwanzig procedure.

Modelling fast degrees of freedom: Fixman potential A basic insight of
conformation dynamics is that once a reaction coordinate is well chosen, then the
remaining degrees of freedom are fast and have comparably small amplitude. This
leads to the idea to treat all unresolved variables as being harmonic, with a stiffness
matrix which may depend on the reaction coordinate. Consequently, we replace the
original molecular potential V' by a modelling potential

Vel ) = Vi () + 55 (C@),w)

where M is the configuration manifold that is spanned by the reaction coordinate,
(x,y) are local coordinates on the normal bundle NM, and C is a symmetric and
positive-definite matrix. The particular form of the V}; is open to choice; for example,
one can choose it as the restriction of the molecular potential to M. We have studied
the singular limit € — 0 of both the diffusion system or the Hamiltonian system,
while keeping the total energy finite. In either case the model potential constrains the
motion to the dominant subspace M giving pathwise convergence in most cases. The
averaged drift in the limit system stems from the effective potential,

V(x) = Var(x) + (28) tIndet C(x).

The rightmost term is the Fizman potential. It pops up when taking the limit € — 0,
and it describes the influence of the coupling between the (fast) oscillations normal to
M and the motion along M. Physically speaking, it accounts for the difference between
a constrained system and a very stiff (but unconstrained) system. This connection has
been established in [75] from the viewpoint of statistical mechanics; see also [28]. The
equivalent problem in the microcanonical ensemble goes back to [179] and [238]. For
a detailed discussion we refer to the textbook [239] or [98].

Furthermore the confinement mechanism provides a physical explanation of the
Fixman Theorem and the Blue Moon formula. Imagine, the dominant subspace
M C R"™ is determined as the level set of some function ¢ : R* — RF, ie,
M = ¢~1(0). If we impose the constraint ¢(g) = 0 by adding a strong potential,

k
Vo) = Var(a) + 57 D (0ila)?

then the corresponding limit potential for € — 0 has the familiar form
V(q) = Var(q) + B ' InvolJ,(q) .

Hence it turns out that the Fixman Theorem describes the difference between an
ideal constraint, i.e., a configuration submanifold M C R", and a penalty function
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¢ that is added to confine the system to the fibre M = ¢~1(0). The analogous
relationship between the invariant constrained and conditional probability measures
has been exposed in the recent paper [17], where also a strong convergence proof for the
confinement of diffusion processes is given. (The infinite energy scenario is discussed
in [218] for mechanical systems and in [240, 241] for diffusion processes.)

The confinement method can be viewed as a simplification of the former reduction
schemes that works for both stochastic differential equation models and (stochastic)
Hamiltonian systems. Especially the limit potential can be interpreted as a free energy
in a flat geometry, where the influence of the extrinsic geometry of M has vanished
due to the finite energy scaling (see Section 3.4). Moreover the stiffness matrix can be
freely chosen (modulo the condition that it be symmetric and positive-definite). Hence
the modelling potential offers some flexibility in setting up a reduced model by means
of parametrization. For alternative approaches that are built on fully parametrized
reduced models we refer to the recent preprints [41, 39].
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4. Phase space of the fast variables

We have addressed the problem of the deriving simplified equations of motion for a
given reaction coordinate in great detail. Yet the question of how to compute the
coefficients and parameters of the reduced model (e.g., the free energy) has remained
open. All of the reduced models depend on quantities that are averaged over the fast
variables. Hence it is important to study the statistical properties of the fast variables,
conditional on the particular value of the reaction coordinate. Especially we are going
to explain how the conditional averages over the fast variables can be computed in
practice.

4.1. Excursus: constrained mechanical systems

In this section we shall briefly discuss the properties of mechanical systems subject to
holonomic constraints. In treating constraints it is most convenient to start within
the framework of Lagrangian mechanics. For our purposes it suffices to define a
holonomic constraint by specifying a submanifold ¥ C R"™ of the configuration space.
Together with the natural inclusion 7Y C TR"™ this determines the state space of
the constrained system. Suppose that ¥ = ¢~1(0) is determined as the level set of a
smooth function ¢ : R™ — R?. If the Jacobian Dy(g) has maximum rank on ¥, then
Y. is a proper submanifold of codimension s in R™ . The tangent space to ¢ € ¥ is then
defined in the usual way considering the direction of curves in ¥ which is equivalently
expressed as [181, 242]

T, ={v e T,R" | Dy(q) -v=0}.

For the sake of simplicity, we assume that 3 has codimension s = 1 in R". For a much
more general discussion of holonomic constraints the interested reader is referred to
the textbook [81]; a good introduction into the geometry of submanifolds is [182].

We can now easily define a constrained Lagrangian by either restricting the
original Lagrangian to the constrained tangent bundle 7YX C TR", or to use the
Lagrange Multiplier Theorem [97] to define an augmented Lagrangian,

L(q.4, %) = L(¢.4) — Ao(q).
Note that the thus defined Lagrangian L : TR — R is not regular as a function

of g and A, for it does not contain the velocity dA/dt. Hence defining a Hamiltonian
makes no sense at the moment. Nevertheless by minimizing the action integral for L

b
/ (La(t), d(1)) — AD)pla(t)) d,

where the endpoints ¢(a) and ¢(b) both satisfy the constraint, we obtain the Euler-
Lagrange equations in the unknowns g and A,

d oL oL

dt 8¢t 9¢’ (4.1)
oL

0 =3

Evidently the second equation is simply the constraint ¢(q) = 0. Accordingly the
Euler-Lagrange equations form a differential-algebraic system which is of differential
index three [243, 244]. The alternative method by restricting the original Lagrangian to
T'Y; amounts to endowing ¥ with an appropriate set of local coordinates (z!,..., 2" 1)

)
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writing up the Lagrangian in these coordinates, and deriving local Euler-Lagrange
equations. These will be then of the form (2.4). According to the theorem on Lagrange
multipliers the local Euler-Lagrange equations are equivalent to the equations (4.1).
We refer to the latter as ambient space formulation. It is by far the most common
approach in molecular dynamics, for the equations can be discretized by standard
numerical schemes [105, 245].

For related approaches the interested reader may consult the seminal work of
Dirac [246], or constrained formulations using vakonomic mechanics [20]. A different
method that is more in the spirit of index reduction techniques is treated in [247].

4.1.1. Geometric considerations Physically speaking, constraining a particle to
a submanifold is achieved by (i) adding a constraining force —AV¢ to the original
equations and (ii) imposing the condition ¢(g) = 0. The more familiar constrained
Newtonian equations read

Mi+VV(q) +AVep(q) =0, ¢(q) =0.

Here the symbol V is just a shorthand for V = (9/d¢?, ...,0/0¢™)T. For the sake of
simplicity we set M = 1 and identify tangent and cotangent space in what follows.

We shall take a closer look at the origin of the constraining force. To this end we
consider a curve ¢(t) which is an integral curve of the constrained equations of motion.
Let n(g) be the unit normal to the constraint surface 3. The tangent vectors ¢(t) then
satisfy at all times ¢ the orthogonality condition

(n(q),q) =0,
where we have omitted the curve parameter ¢. Differentiation with respect to ¢ yields

(Vn(q) - ¢,4) + (n(q),q) = 0.
By assumption ¢(¢) is a solution of the constrained equations of motion. Hence we can
insert the Newtonian equations into the last equation and solve for A. This gives us
the Lagrange multiplier A(t) = A(q(t), ¢(t)), and thus the constraint force

—AVe(q) = ((n(q), VV(q)) — (Vn(q) - ¢,¢)) n(q) , (4.2)

where (g, ¢) € TX. The last equation already reveals the mechanism of constraining a
particle: Firstly, we define the point-wise projection onto the normal space to 3,
Py : (TR — (TE)", X = (n(q), X)n(q).

The contribution of the potential to the constraint force is easily identified as Py VV
which is the projection of the force field along the normal direction. This is physically
intuitive, and accordingly the force that intrinsically acts on the constrained particle
due to the potential is given by the tangential force —PrVV, where Pr = 1 — Py
denotes the projection onto T'Y. For the remaining part we shall prove:

Lemma 4.1. Without loss of generality we set V- = 0. Then the constraint force
— AV is given by the second fundamental form of the embedding ¥ C R™.

Proof. Consider the unit normal n € R™ as a map n : ¥ — S" ! which sends a
point ¢ € ¥ to the unit sphere S"~1 (Gauss map). The second fundamental form is
explained as the symmetric bilinear form I : T;% x T2 — R that is defined by

H(Xa Y) = <6(Q) - X, Y> ’ G(Q) = —PTVTL((])-

The map & : T;X — T,X is called the Weingarten map; in codimension one it is
simply the negative derivative of the Gauss map, for Vn € T;,3. Hence the assertion
follows by comparing the last equation to (4.2) upon noting that ¢ € T,X. O
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Remark 4.2. The calculation of the constraint force for a scalar constraint is
very instructive as it reveals the physical mechanism of constraining a particle to
a submanifold of its configuration space. However we will also need an exrpression
for the constraint force (and for the Lagrange multiplier) in the case when ¥ has
codimension s > 1. Since Dy has mazimum rank s, we can construct an orthonormal
frame {n1(q),...,ns(q)} for all g € X simply by orthonormalizing the columns of Dep.
By repeating the calculation above for each normal vector n; we obtain

A=—(Q"Dp) " ({6-4,4) +Q"VV) (4.3)

where (q,q) € TY, and the matrix @ = (ni,...,ns) € R"™* contains the normal
vectors as columns. The components of & are the single Weingarten maps

61' : TqEHTqE, 61((]) = —PTVTLi(q) (ZZ 1,...,8).

Here, in contrast to the scalar constraint, it is no longer true that Vn; € TyX. But
as ¢ € TyX in the quadratic expression of (4.8), we can replace Vn; by its tangential
projection PrVn,; which then yields the second fundamental form of the embedding.
Note that a common representation of X\ that is frequently found in the literature is

A= (D' D) ! ((Vip-q4.4) — D" VV) , (4.4)

where V2 is the Hessian matriz of o = (¢1,...,ps) that is understood component-
wise. Both formulae for the Lagrange multipliers (4.3) and (4.4) are equivalent, which
follows from considerations concerning pseudoinverses in the previous section and from
the definition of the second fundamental form. In any event the constraint force —Dp A
is uniquely determined [66]. Comparing the last equations (4.3) and (4.4) to (3.13)
and (8.14) suggests that we can compute the derivative of the free energy (3.9) by
averaging over the Lagrange multiplier with the augmented potential

Vo=V + gt In volJy, .

4.1.2. Constrained Hamiltonian systems The transition from the Lagrangian to
the Hamiltonian representation is not straightforward in the presence of constraints, at
least in the ambient space formulation. In principle this would not be a problem, if we
utilized local coordinates on the surface. Then the local Lagrangian would be regular,
provided ¥ were a regular hypersurface. Working with the augmented Lagrangian L
we can formally define the conjugate momentum to g by

. 0L
= 56

p
This is the former momentum p, and we can derive a Hamiltonian H pretending that
L is regular, while restricting the Legendre transform to the set defined by

0=9%.
o\
This yields the Hamiltonian
H(q,p,\) = ¢'pi — L(g,4, ) = H(q,p) + Ao(q) -

Clearly this Hamiltonian does not give an equation for A in the usual way. Therefore
the evolution of the Lagrange multiplier is undetermined. Nevertheless, we obtain
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equations of motion for the variables g and p,

. OH

= 31%‘

. OH

i 91 4.5

P 37 (4.5)
OH

0 = ——
oN’

that are equivalent to the Euler-Lagrange equations (4.1) modulo the restriction
OL/OX = 0. Similar to the former Lagrangian formulation on the tangent bundle
the dynamics now takes place on the constrained phase space bundle

% ={(q,p) € T*"R" | g € T and (Vy(q), D2H(q,p)) =0}

which is the image of the Legendre transform of (TR™)|T'Y which we can identify with
T*%. Here H is the original (i.e., unconstrained) Hamiltonian, and Dy denotes the
derivative with respect to the second slot. The condition on the momentum is exactly
the condition ¢(¢q) = 0, and is referred to as hidden counstraint; it is hidden because
it does not appear explicitly in the equations of motion. Notice that the identification
of # with T*Y is a rather subtle issue which is related to the non-regularity of the
augmented Lagrangian; in general this identification is valid only up to a symplectic
diffeomorphism p — p + aVp, where a is chosen such that p satisfies the hidden
constraint; see [248, 249] regarding this discussion.

Let ®; : B — P with Z = T*Y be the flow of the equations of motion (4.5).
Then it is easy to show that the total energy remains a first integral, H|g = H |z o P4,
where H|g is the unconstrained Hamiltonian, restricted to 4. In fact, for a solution
(q(t),p(t)) of the constrained equations of motion (4.5), the variation of the total
energy along that curve is equal to

dp OH

d
i H(a(®),p(t)) = _)\3_6113_1’1

which is zero, since (¢(t), p(t)) is a curve in %, and hence satisfies the hidden constraint.
The last equation is quite important from the viewpoint of numerics, since it states
that a numerical discretization scheme of the differential-algebraic system (4.5) should
take care of the hidden constraint in order to preserve the energy conservation property
of the continuous flow [82, 250]. Furthermore it is obvious from the equations of motion
that the constrained system is still reversible in time.

Concerning the volume-preservation property or symplecticness there is some
disagreement in the molecular dynamics community, for it is often stated that
constrained Hamiltonian flows were not volume-preserving [73]. Although agreement
on this issue is immediately obtained, if the Hamiltonian is considered in local
coordinates on T*Y which is no different from the standard case in R'™, people
disagree upon the ambient space formulation; see, for instance, [79, 72, 80]. Since
both approaches are equivalent in the sense that the trajectories coincide, we expect
that the ambient space Hamiltonian has the same structural properties as its local
counterpart. Indeed, the following can be shown [82].

Lemma 4.3 (Leimkuhler & Reich 2004). Let the flow ®; : B — B, B = T*% be the
solution of the ambient space Hamiltonian system (4.5), and let w = Q|4 denote the
restriction of the standard symplectic form Q = dg* A dp; on T*R™ to the constrained
phase space B. Then Dy is symplectic, i.e., Pfw = w.
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Proof. We give the proof for the sake of illustration. We start by introducing the
differential one-forms dq and dp on full phase space, and then specify the restriction
to # by considering the symplectic form along integral curves of the constrained
equations of motion. From the equations of motion (4.5) we have

0’H Ly 0’H
op.00 """ opop ™
0*H 0% 0?’H
dp; = — . A dg' — ———d
g (aqzaql i WW) T agop ™
_ ¢
= % —Ldq'
where the last equation is the differential version of the constraint ¢(q) = 0. Now
consider a solution (g(t), p(t)) of the system (4.5). We have to show that dw/dt = 0.

By definition, w = Q|4; therefore invariance of w under the flow ®; is equivalent to
state that the time derivative of the unconstrained symplectic form,

aQ  d
At dt

vanishes along a constrained curve (q(t), p(t)) € Z. Plugging the differentials from the
equations of motion into the rightmost terms in the last equation we arrive at

-1

dq' =

0

(dq /\dpl) = dq' Adp; + dq* A dp;

% = 86 glzd A dp; + 3 25 dpi N dp;
(a(zjglql + Aa(;paq )dq Adg' + 3623 A
= 8(2)11’;{11 dg' A dp; + 3 38 dp, \ dg'
- %dql/\dpi ;?qu Adpy,

where we have taken advantage of the skew-symmetry of the wedge product: all terms
of the form Aijdzi A dz? cancel with the respective —Ajl-dzj A dzt, for Aij = Ay
is symmetric due to interchangeability of second order partial derivatives; by the
skewness property the diagonal terms are zero, too. Finally, notice that all terms
in the double sum appear twice with alternating signs. Hence all terms in the last line
cancel, and the assertion follows. o

From this we immediately conclude:

Corollary 4.4. Let Ay, be the Liouville form corresponding to w = Q| with B = T*%
Then the constrained flow @ : B — B preserves the Liouville volume, ®fAs = As.

Proof. The assertion directly follows from Lemma 4.3 and the definition of the
Liouville form (2.12) with the restricted symplectic form w = Q|z. O
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4.1.3. Statistical mechanics of constrained molecular systems Let us shortly
revisit the problem of evolving phase space densities in time. The line of discussion is
similar to section 2.1.1: we abbreviate z = (¢,p) and consider an initial preparation
fo(2). As the only difference we require z € Z.

Since the constrained flow ®; : B — % preserves the Liouville measure, i.e,
the Hausdorff measure on % considered as a submanifold of T*R™ = R™ x R"™, the
Frobenius-Perron operator is simply defined as the push-forward of fy by the flow,

Pifo=foo®_;.

The energy of the constrained system is the Hamiltonian H restricted to %. Hence the
Gibbs measure v.,, naturally associated with the constrained system is the restriction
of the full measure pican(dz) = pean(z)dz to the constraint subspace, i.e.,

Vean = (pcan|.95) dXs . (46)

Here dA\y is the Hausdorff measure (Liouville measure) of & C R™ x R". It is
helpful to write down the local coordinate expression of v,y : introducing again bundle
coordinates (z,y) on NX, and defining the conjugate momenta (u, v) in the usual way
(see Appendix B), the unconstrained symplectic form becomes

Q =dz* Ndug +dy A dv,

where we used the index « to label the local coordinates =%, un, a = 1,...,n — 1
on the constrained phase space Z. The constrained symplectic form is obtained by
restricting the standard symplectic form according to w = Q| which amounts to
erasing the last term dy A dv in the sum. Using the local coordinate expression (B.4)
of the unconstrained Hamiltonian, the constrained Gibbs measure reads

1
Vean(dx, du) = 7 exp(—BHx(z,u)) dz' ... du,_ 4
b
with

Hy(z,u) = = (G(z) 'u,u) + V(z,0),

DN | =

and the partition function

Zs = / exp(—BHs (z,u)) dz' ... du, 1.
7

Here we encounter the same problem as without constraints: the invariant measure of
the system (4.5) is not unique and, in particular, the only candidate for an ergodic
measure, namely the microcanonical measure, is singular with respect to d\s;. However
Section 2.1.1 has already set the stage for the constrained case: we introduce a discrete
stochastic constrained Hamiltonian system as iterates of the map

Tpt1 = (Mo @) (zp,ug), m:T*E — 3. (4.7
Now let uj, be chosen randomly according to the constrained momentum distribution

0 (u) x exp (=0T (z,u))) , T(x,u)= %Go‘ﬁ(az)uoﬂw7 (4.8)

where the G®? are the elements of the inverse metric of ¥ C R™. Then the discrete
spatial transfer operator S, that takes probability densities on ¥ forward in time is

S.f(@) = [(Fomo ) w,) ou(w du.
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Let

1

vs(dz) = Q—exp(—ﬁV(m,O))\/det G(z) dx, (4.9)

b
be the Gibbs measure on X that is obtained from v ., by integrating out the momenta.
(The constant Qy, simply normalizes the total probability to one.) According to Section
2.1.1 we consider S; on the weighted Hilbert space L?(vs) with the respective scalar
product defined in (2.19). Consulting Proposition 2.8, we immediately obtain that
v (dz) is the unique invariant measure of the constrained stochastic Hamiltonian
system (4.7). The algorithmic realization will be exposed in the following section.

Remark 4.5. A frequently used (symbolic) formula for the constrained canonical
measure in the ambient space variables (q,p) that involves Dirac’s delta function is

ve o exp(—BH (4,0))3(¢(q))d((a)) (volJo(q))?,

where volJ, = ||Vl denotes the matriz volume of V. This representation is intrinsic
to the constrained phase space T*Y. since the matriz volume annihilates the explicit
dependence on ¢ stemming from the delta function (compare equation (3.7)).

4.2. Sampling constrained invariant measures

We are aiming at algorithms that allow for sampling the (invariant) Gibbs measure of a
constrained systems. The algorithms should be easy to implement on a computer and
offer control over the numerical discretization error. Without constraints, sampling
the Gibbs measure can be accomplished using any of the standard thermostatting
techniques. Here the task is more involved, for two major requirements have to
be met: firstly the thermostat must be consistent with constrained dynamics (fixed
reaction coordinate), and secondly the dynamics has to be ergodic with respect to the
constrained Gibbs measure. It is well-known that the ordinary Nosé-Hoover thermostat
suffers from ergodicity problems for certain classes of Hamiltonians [108, 109]. This
pathology can be removed by using extensions to the single-oscillator chain or by
imposing constant temperature constraints [110, 111]. But even then, expectation
values converge only if the dynamics is ergodic, and conditions to guarantee ergodicity
are still lacking (notice the circularity in the argument). Additionally all these more
sophisticated methods have in common that due to their complexity they are relatively
hard to implement, and they require a careful adjustment of the parameters involved.
Even worse, it is not clear a priori how these methods fit constrained symplectic
integration; see [112] for a discussion on that topic. In particular in the Nosé-Hoover
method the constraint force, which is the relevant quantity in free energy calculations,
becomes dependent on the thermostat variables, which means that it can no longer be
interpreted as the constraint force of the molecular subsystem. A promising alternative
is stochastic Langevin dynamics or Brownian (Smoluchowski) dynamics [13]. These
systems are proven to be ergodic under sufficiently weak assumptions like periodic or
bounded configuration space [114, 115]. Since the noise term is usually unbounded
constraining such systems to submanifolds of its state space is a challenging problem
that has been recently addressed for the high-friction case [17].

4.2.1. Blue Moon sampling Recall the discussion of the Fixman Theorem in
Section 3.1.2: we have to distinguish between the conditional and the constrained
probability measure and the respective conditional expectations. Let ® : R* — R*
be a smooth reaction coordinate, and denote by ¥ = ®~1(£) its smooth fibre given a
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regular value £ of the reaction coordinate. The conditional probability measure of a
Hamiltonian system reads

pe(4) = 575 | exp(=B) (vol ).

where A C ¥ x R™ is a measurable Borel set, and dH¢ is the surface measure of
Y X R" considered as a submanifold of T*R™ = R™ x R”. In contrast, the Gibbs
measure generated by the constrained flow is defined as

= Zig/BeXp(_ﬂH)d/\E

with B C T*Y and d\x, denoting the constrained Liouville measure on 7% =2 ¥ x RY,
where d = n — k is the dimension of ¥. We define the respective expectation values

Vcan(B)

= —1 Xp(— v -1
Bef = i [ Fesp(-BH)(volTa) i
and
1
Exf = 7 /E)(Rd fexp(—BH)d\s .

If we restrict our attention to configuration observables f the relation between the
two expectation values is easier to comprehend. First of all observe that ¥ = ®~1(¢)
does not involve any momenta, from which the identity dH¢ = do¢dp follows, where
do¢ is the surface element of ¥ C R", and p denotes the original momenta. Hence we
can integrate out the momenta and find that

Bef = g [ Fexp(=0V)(volga) .
and
1
Esf = 5 /Z f exp(—BV )dor

where the reduced normalization constants Q(§) and Qyx are related by

Q(¢) = Qs Ex(volJs) .

That is, as long as we consider only position-dependent observables we can compute
averages with respect to either probability measure just by altering the potential
function according to V + V % 3~ !InvolJg; compare the discussion of the Fixman
Theorem in Section 3.1.2. In particular we can compute conditional expectations by
running constrained simulations with the augmented potential Vo = V 4+ 3~ InvolJs.
Recall that this was just another way to read the Blue Moon relation (3.28),

EE (f (VOlJ@)il)
EE (VOIJ@)_l ’
which expresses the conditional expectation of a configurational observable f by the

constrained expectation Es(-) = E(-|¢ € X). It can be computed either with respect
t0 Vean as defined above or likewise with respect to vs as given by (4.9).

Eef =
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4.2.2. Constrained hybrid Monte-Carlo The goal of this section is to introduce
an alternative to the usual microcanonical sampling methods (Nosé-Hoover, isokinetic
ensemble) that may not be ergodic, or standard Monte-Carlo which may be poorly
mixing. We adopt the hybrid Monte-Carlo (HMC) technique, which emulates the
general Metropolis Monte-Carlo strategy of proposal and acceptance steps, where,
however, the proposal is generated by short runs of the Hamiltonian system with
randomly chosen initial conditions. This method circumvents the common Monte-
Carlo problem, namely, that the acceptance probability of an arbitrary move to an
energetically unfavourable state becomes incredibly small. As ordinary Metropolis
Monte-Carlo, HMC is conceptually very simple, and is designed to handle symplectic
integration, i.e., one can use standard integrators for constrained Hamiltonian systems.
Moreover it can be proved that the dynamics is ergodic with respect to the positional
density under rather mild conditions which are met for our purposes [83, 251, 252].
As an additional treat the acceptance procedure also controls the numerical error,
because HMC rejects those moves that have too large energy fluctuations.

In order to explain how HMC works recall the concept of the discrete spatial
transfer operator S; that evolves spatial densities forward in time, and which is
associated with a stochastic Hamiltonian system with random momenta. According
to Proposition 2.8 and the considerations from the last section, the randomized flow
preserves the spatial probability measure (4.9) that we may write as

vs(dz) = QL exp(—0V (o(x)))+/det G(x)dx ,
b

where o(z) denotes the embedding of ¥ into R", and z = (z!...,z%) are local
coordinates on ¥. Now consider the symplectic and reversible discrete flow map
U, : & — % on the constrained phase space 8 = T*X, and consider iterates
of W.. with initial momenta that are randomly chosen according to the constrained
Maxwell distribution g, (-) in (4.8). This generates a sequence {zq,...,rny_1} C R?in
configuration space. Note that if the flow W, were exactly energy-preserving, then the
x would be distributed according to vs. However it is impossible to find a numerical
discretization scheme that is symplectic, reversible, and exactly energy-conserving at
the same time as follows from backward error analysis [105]. The best we can achieve
is that the energy error remains uniformly bounded on compact time intervals and
oscillates around its exact value [253].

The hybrid Monte-Carlo (HMC) method accounts for this drawback by accepting
or rejecting points with a certain probability that depends on the energy error. We
start the integration from x, € R? with initial momentum u; ~ g, (u). Integrating
the underlying Hamiltonian system for a time 7 then generates a proposal T =
(m o U, )(xg, ug), which is accepted (i.e., zx11 = &x) with probability

pr(2k, ur) = min (1, exp(—BAHs vk, ur; 7))
where
AHE(:Z?k,uk;T) = (HE (e} \I/T)(a:k,uk) — Hg(xk,uk)

is the energy error. Accordingly we reject the proposal (i.e., 41 = x) with
probability 1—p.. In this form, HMC yields a configuration sampling, and by repeating
the procedure of generating proposals, the resulting HMC Markov chain {z1,...,zn}
allows for approximating the conditional expectation, if the system is ergodic [254].
In order to prove ergodicity for the constrained HMC Markov chain we make use of
an idea in [83] that rests upon the following strong Law of Large Numbers [255, 256].
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Proposition 4.6 (Meyn & Tweedie 1993, Tierney 1994). Let {z, € R%t =
0,7,27,...} be a Markov chain with invariant probability measure vs, that satisfies

P21 € Blay=2] >0 VeeUCRYVBeBU), (4.10)

where B(U) is the Borel o-algebra of U C R%, and B € B(U) has positive Lebesgue
measure. Then {x; € R4t = 0,7,27,...} satisfies the strong Law of Large Numbers,

N-1
A}gnoo N go flo(z;)) = /Rd flo(x))vs(dx) (almost surely)

for almost all o € R%, where f oo € L'(vs) is a measurable function.

It is convenient to understand f as an observable that is defined on the original
n-dimensional configuration space, such that f o o denotes the restriction to X. For
example, the reader may think of the system’s potential energy f = V' (g). We proceed
step by step, checking (i) invariance of the constrained Gibbs measure vy, and (ii) the
phase space accessibility condition (4.10) for the HMC algorithm.

Invariance of the constrained Gibbs measure Invariance of the constrained
Gibbs measure can be shown following the outline of the proof in [252] for separable
Hamiltonians. Here we cannot separate the canonical density into merely momentum
and position dependent parts, and so we write

Vean(dx, du) = Zig exp(—OT (x,u)) exp(—BV (o(x))) dedu

0z (u) n(z)
indicating that the momentum density depends on the position coordinates as well.
We introduce the HMC acceptance probability for a 7-step by (Z, 1) = ¥, (x, u)

o 0z (@n(@)
pr(z,u) = min (1, (@) ) (4.11)
The definition of p,(x,u) is the standard Metropolis-Hastings acceptance probability
for symplectic and reversible flow maps, and it can be readily checked that it coincides
with the acceptance probability defined above. Clearly we have p, = 1 for an exactly
energy-conserving flow. We prove the following statement.

Lemma 4.7. The constrained Gibbs measure vs, is invariant under the HMC flow that
is generated by the symplectic and reversible flow map V. together with the Metropolis
acceptance-rejection procedure with acceptance probability p,.

Proof. 1t is sufficient to show that the HMC preserves expectation values with respect
to vs. Let ¢ € R? be an accepted position value after a single integration and
acceptance step. We assume that the initial momentum w is distributed according
to 0z (u). Furthermore, let 9¥(d¢) denote the marginal distribution of the position
variables after one HMC step. Hence we have to show that

flo(@))vs(de) = | f(o(C)d(dC).
R4 R4
Suppose the initial position x follows the canonical distribution vc,,. Then for a

given x we draw a momentum vector from p,(u), and propagate a time step 7
according to (Z,u) = U, (z,u). We can perform the acceptance-rejection procedure
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for the rightmost expectation using a change-of-variables argument. Exploiting that
the constrained Liouville measure d\y is preserved under the flow ¥, we obtain

[ ret@)inag
= . f(O'(C))pT(\I’_T(C,’a)) p(\I]—T(Cvﬂ’)) dAs

- f(a(Q)) (1 =p-(¢, —u)) p(¢, =) dAs,

where p(z,u) = g, (u)n(z) denotes the smooth density of vs(dz, du) = p(z,u)dzdu.
Note that the first integral on the right hand side originates from the acceptance, the
second one stems from the rejection step. Taking advantage of the identity

Dr (\ijT(Cv ﬂ)) p(\I/,T (Cv ﬁ’)) =Pr (Cv _ﬁ) p(Ca —’EL) ) (412)

using the reversibility ¥_,(z,u) = U, (2, —u) of the flow and that p(x, —u) = p(x,u)
is even in its second argument, we find upon integrating out the momenta

|, fleopiac
= [ Fe©) (14 A1) — Ac(G ) ol 1) s

Rd

= [ se@aca s
= [ 1o(©) VaerGQ) dc.

Zs, Jra

In the second line we have introduced the abbreviation A, = p,p for the two terms
in the identity (4.12) above. The assertion follows, observing that the last equation is
simply the expectation with respect to the constrained Gibbs measure vsx. o

Remark 4.8. HMC gives a time-reversible mapping, as can be verified directly by
checking detailed balance for (&,a) = VU (z,u):

p(fcaﬂ))
p(x,u)
= min (p(:f‘, @), p(x,u))
S o ple, u)
= p(&, @) min (1, p(i,ﬂ))
= p(Z,4)p—-(Z, 7).
The assertion follows from the symmetry with respect to the initial and propagated
variables after the second line. Hence HMC' generates a reversible flow.

plx,u)p,(z,z) = p(z,u) min (1,

(4.13)

Configuration space accessibility To verify the accessibility condition (4.10) we
basically have to show that there is a discrete flow map that connects any two points
z(0) € U C R? and z(7) € B, where B € B(U). To this end we borrow an argument
from [83], where the accessibility condition in case of an unconstrained, separable
system has been proved. Therein the authors use a discrete version of Hamilton’s
assuming that the system is bounded, i.e., either U = T (compact), or U = R? with
V o ¢ uniformly bounded from above.
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Since the HMC acceptance probability (4.11) is strictly positive, it does not alter
the accessibility properties of the Markov chain. Hence, and for the sake of notational
convenience, we shall omit it in what follows. Proving the accessibility condition then
requires two steps: In a first step we follow the approach in [83] and construct ambient
space sample paths that satisfy the accessibility condition in ¥ C @. In doing so,
it turns out that the problem boils down to a standard symplectic discretization
of constrained systems. In a second step we demonstrate that the ambient space
discretization has an equivalent formulation in local coordinates, hence satisfying the
accessibility condition (4.10). Regarding the former problem we endeavour a discrete
variant of Hamilton’s principle of least action. Following [257], we introduce a discrete
Langrangian as a map Ly : @ x @ — R. The discrete counterpart of the classical
action is a mapping Sy, : QV*! — R, that is defined as the sum

N—-1
Sh = Z Lin(qr, qr+1) (4.14)
k=0
where qr € @ and k labels the discrete time. Given fixed endpoints qp,qny € @
the discrete variational principle states that the discretized equations of motion
minimize the action sum. The discretized equations are obtained by variation over
the q1,...,qgn—1 which yields the discrete Euler-Lagrange equations

DoLln(qe—1,qx) + D1Lln(qr, qrv1) =0, Vke{l,...,N —1}, (4.15)

where D, D> denote the derivatives with respect to the first and second slot. If
D2 Ly, (the generalized discrete momentum) is invertible, then (4.15) implicitly defines
a discrete flow by means of the map (gx+1,9x) = Pn(qx,qr—1). The particular
discretization scheme that leads to (4.14) is open to choice and should depend on
the problem; for the details we refer to the seminal work of Marsden and West [257].

Lemma 4.9. Suppose the potential V. : Q — R is sufficiently smooth and
bounded from above. Given qo,q. € X, there is a symplectic mapping (q(7),p(7)) =
®.(q(0),p(0)) and an open neighbourhood B C ¥ of q,, such that

P [q(r) € B|q(0) = qo] > 0.

Proof. We define the constraint manifold ¥ as the level set (fibre) of the smooth
function ¢ : Q@ — R. That is, we set ¥ = ¢~ 1(0) for a regular value 0 of . For
simplicity we assume that V' is uniformly bounded on ¥ (otherwise we may restrict
our attention to a subset M C ¥ which can be done at the price of further notation).
We let L : TQ — R denote the continuous Lagrangian

L(a,d) = 3 {@.8) ~ V().

and introduce the discrete Lagrangian Ly : Q X @ — R for a time step h > 0:

1 - —
Ln(qr, qr41) = 3 (L (qk_,’_l, y) L (Qk, y))

We fix endpoints qo, gy € ¥ and set gy = g,. Since V is bounded, the action sum is
bounded from below, and the limit of the unconstrained problem exists. Extremizing

the unconstrained action sum subject to the constraint g € $ for k € {1,..., N 1},
N-1
min L 7 — O, 7
= kZ:O( (@41, ar) — (Aks p(qr)))
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the discrete Euler-Lagrange equations turn out to be [258]

0 =DoLn(qe—1,q%) + D1Ln(qr, grr1) + A Dio(qr)
0 = o(qx)

for all k € {1,...,N — 1}. Given qx_1,q1 € %, i.e., o(qx) = ¢(qe_1) = 0, we can
evaluate the derivatives of the discrete Lagrangian L; and solve the last equation for
qr+1 subject to the condition that gi+1 € X. This yields the equations of motion

Qrr1 — 2qk + qe—1 = —h*(VV () + D(qi)) A
0 = o(qrt1)

which are known as the SHAKE algorithm [259]. The Lagrange multiplier Ay is chosen
such as to enforce the constraint at time k + 1. The discrete conjugate momenta is
defined by the discrete Legendre transform of Ly, = Ly — (Mg, p(qr)), that is,

pr = —D1Lp(qr, qe+1) + Do(gr) Ak - (4.18)

Hence we can consider the SHAKE algorithm as a mapping 8 — £ (or T*% — T*%).
It is symplectic by virtue of its variational character (cf. the related work [245, 82]). By
choosing initial conditions ¢(0) = go and p(0) = —D1L(qo, g1, Xo) the discrete flow
generates a discrete trajectory that connects go and ¢,. Finally, it follows by continuity
of @ on the initial conditions that the endpoints of trajectories with perturbed initial
momenta p(0) = p(0) + € remain in B C ¥ whenever ¢ is sufficiently small. O

(4.16)

(4.17)

A frequently used variant of the SHAKE algorithm is called RATTLE and goes
back to [260]. It can be considered as a constrained version of the ordinary velocity
Verlet scheme. SHAKE and RATTLE are equivalent to each other by dint of (4.18).
Moreover they are variational with the discrete Lagrangian Lj; defined above, and
therefore both SHAKE and RATTLE are symplectic.

Lemma 4.9 guarantees accessibility from any point ¢ € ¥ to any open set. However
condition (4.10) requires accessibility of any Borel set of positive Hausdorff measure
(irreducibility), which excludes certain pathologies that otherwise might occur in the
HMC transition probabilities; see [83]. This is expressed in:

Lemma 4.10. Let U, : T*Y — T*Y denote the symplectic numerical flow map that
1s defined by the RATTLE algorithm. Then the HMC transition probabilities satisfy

Plg(r) € B|q(0) =q] >0 VgeXcCQ
for all B € B(X) with positive Hausdor{f measure H% on ¥.

Proof. Given an initial point ¢ € X, we have to show that any Borel set B of positive
measure can be reached from a set of momenta with positive measure.

To this end consider the subset Mp(q) C T;X that is determined by all initial
momenta p for which (7 o ¥.)(¢q,p) € B. Omitting the acceptance step, the HMC
transition probabilities p(q, B, 7) = P [¢(7) € B|¢(0) = g] can be written as

p(q, B, 1) = / 24(q) dp.
Mp(q)

Since the constrained Maxwell density oq(p) is strictly positive, it is enough to show
that Mp(q) has positive measure. Since we can naturally identify all cotangent spaces
T;¥ with the d-dimensional subspaces of R" that are determined by the hidden
constraint (V(gq), p) = 0, we have to show that Mp(q) has positive Hausdorff measure
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H?. Now suppose the contrary, i.e., assume H?(Mp(q)) = 0, and consider the map
F,: Mg(q) » B, p— (mo¥,)(g,p). By definition Fj is onto. Therefore we have [70]

HY(B) = W (Fy(Mp(q))) < LR (Mp(q)) =0

which contradicts H%(B) > 0. Here 0 < L < oo is the Lipschitz constant of F, (since
U, is volume-preserving, such a constant obviously exists). O

It remains to show that the flow (qx,pr) — (qr+1,Pr+1) has an equivalent
counterpart (zxi1,ur+1) = Yrp(ak,ui) in local coordinates (which inherits all its
structural properties). As we know from the continuous world, the local coordinate
version of the Euler-Lagrange equations can be derived from the restricted Lagrangian
Ly, = L|rs. Accordingly we define the constrained discrete Lagrangian as Ly ) =
(L|7s)n. Given an embedding o : R? — ¥ C Q we can define the constrained discrete
Lagrangian Ly : ¥ X ¥ — R as the map

Ly, p(xk, kt1) = Ly (0(xk), 0(Tr41)) 5

which gives rise to the following discrete Euler-Lagrange equations

0= D2L2,h($k—1a$k) =+ Dle;)h(fL'k, CC]g+1) . (4.19)
Solving the equation for x4 given xg, xx—1 defines a map Oy : R? — R4 By
computing the conjugate momenta uy, = —D1Lyx p(z, xr + 1) we can augment this

map to a symplectic map ¥y, : T*R? — T*R%. The following statement is true [261]:

Lemma 4.11 (Wendlandt & Marsden 1997). FEquation (4.16) has a solution

(G+1,9%) = Prlqr, qe—1) if and only if (xr41,2k) = Op(Tk, xp—1) is a solution of
(4.19). Furthermore ®p, and O}, are equivalent in the sense that @, = o o O,.

This completes the proof that the accessibility condition (4.10) holds true for the
HMC Markov chain together with the SHAKE or RATTLE iteration. Together with
the invariance of the constrained Gibbs measure vs; we therefore conclude

Proposition 4.12. Let V : Q@ — R be sufficiently smooth and bounded from above.
Then, for measurable f o o € L'(vs), the strong Law of Large Numbers,

1 N-—1
dm oy X ) = | fe@)wstaa) (atmost surety).

holds true for almost all initial values qo € 3, where {qo,q1, qz2, ...} with ¢; € X stems
from the RATTLE symplectic integrator (4.17)-(4.18).

The last assertion does not say anything about the speed of convergence, which
remains an open problem; see [83, 262] for some numerical studies. In particular the
speed of convergence depends on the choice of the HMC integration time 7 = Nh.
Exploring state space becomes certainly faster if 7 is increased. However increasing
7 while keeping the step-size h constant decreases the acceptance probability, since
energy fluctuations become an issue.

Before we conclude the Monte-Carlo section, we shortly mention that the HMC
algorithm with lag time 7 = h and without the acceptance-rejection procedure is
equivalent to an Euler discretization of the Smoluchowski equation [263]. However
letting the acceptance step account for the discretization error, HMC can be regarded
as an exact discretization of the Smoluchowski equation at step-size 7 = h, i.e., HMC
generates a diffusion-like flow. Therefore the algorithm converges for any stable step-
size without introducing a bias.
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4.2.3. Langevin and Brownian motion As this section does not address
dynamics but rather sampling of probability distributions in order to compute certain
expectation values we may accept any sampling scheme that does the job. Popular
sampling method in molecular dynamics are Brownian motion and Langevin dynamics,
and we shall explain how they fit into the framework of constrained integration.

Unlike for deterministic dynamics, there are many situations in which stochastic
dynamics is proved to be ergodic [115]. This requires that the coefficients in the
equations are globally Lipschitz, a condition which is typically not satisfied; in practice,
this seems to be no problem whatsoever [264].

Constrained Brownian motion We briefly review the work in [17], where an
ergodicity proof for constrained Brownian motion is given. For this purpose we let
again ¥ = ¢~ 1(0) denote a smooth submanifold of codimension k in R", where
¢ : R — R* with regular value 0 € R*. For each o € X let (n1(0),...,nk(0))
be the normal frame attached to X. If Q € R™** is the matrix the columns of which
are the normal vectors ny, then

Pr(o) =1-Q(0)Q" ()
is the point-wise orthogonal projection Pr : TR"|X — T'Y of vectors onto the tangent
space of ¥. Here o : RF — X labels again the embedding ¥ ¢ R™. It is convenient to

use the ambient space notation ¢ = o(z) for ¢ € R™ lying on ¥. Assuming the usual
boundedness conditions on the potential V' we have [17]

Proposition 4.13 (Lelievre 2006). Let vs be the constrained Gibbs measure (4.9).
Then vy is the unique invariant measure of the following Ité equation

k
i =—Pr(o) (2radV(g) = V251 ) + 57 Y milanala)  (4.20)
=1

with initial value q(0) € X, and the components k; of the mean curvature vector
H(q) =Y ril@)ni(q), #i=—tr(Prvn,).
i=1
Moreover the solutions q(t) of (4.20) satisfy a Law of Large Numbers

1 /7
Tlgr;of ; fq(®) dtﬁ//zf(a(x))l/g(dx) (almost surely)

where f € L(vs), and convergence holds for almost all initial values q(0) € ¥.

Regarding the conditional measure we encounter the same situation as in the
HMC case: simply changing the molecular potential to V,, = V + S~ !InvolJ, the
constrained diffusion process samples the conditional probability measure. Equation
(4.20) can be considered the ambient space formulation for diffusion on a submanifold
of R™, similar to the constrained Euler-Lagrange equations (4.1). This representation
is especially convenient for numerical discretization. It6-Taylor expansion of (4.20)
with step-size h > 0 leads to the following variational formulation [17]

G« =qn—hgradV(q,) + /28" 1AW,

R 4.21
et = argain (12 = g.[*| ¢(2) = 0) (421)
ZE n
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with AW,, = W, 11 — W,, denoting the increment of the Brownian motion. We can
enforce the constraint by introducing an appropriate projection onto the tangent space
of ¥ which gives rise to the implicit Euler-Maruyama scheme [265]

Gnt1 = qn — h(gradV(gn) + Dp(gni1)An) + V2071 AW,
Sﬁ(qn+l) = 07
where the Lagrange multiplier \,, € R¥ is chosen, such that (g, 1) = 0. It is further

possible to simplify the above scheme by attaching the constraint force —AT Dy at g,
from which we obtain a semi-explicit discretization scheme [13, 16]

Gnt1 = qn — h(gradV(gn) + Dp(gn)An) + V261 AW,
Sﬁ(qn+l) = 07
We emphasize that both discretization schemes are consistent with the constrained
It6 equation (4.20). Certainly the implicit scheme will allow for larger step-sizes, but

it requires to solve the implicit and nonlinear equation. In turn, the choice of the
nonlinear solver will affect the stability of the numerical solution (cf. [82, 266]).

(4.22)

(4.23)

Constrained Langevin dynamics We address the problem of constraining
Langevin dynamics to a configuration submanifold ¥ C R"™. Of course it is possible
to treat the Langevin equation as an ordinary hypo-elliptic diffusion by applying
Proposition 4.13. This would, however, completely ignore the underlying (symplectic)
geometry of the phase space in the Langevin equation. Therefore we propose an
approach that comes close to common index reduction techniques for mechanical
systems with constraints.'?

For the sake of simplicity we assume that ¢ be real-valued. Now consider the
Langevin equation for a constrained natural mechanical system (4.5),

. oH

= 31%‘

. OH OH S

pi:—aq ")/Ua —|—0'ZJWJ, i=1,....n (424)
OH

0 = —
oN’

with the constrained Hamiltonian H = H + A,

- 1
H(g,p) = 5 (p,p) + V(a) + Ae(a).
Moreover, let us assume that v,0 are scalar satisfying 2y = Bo2. Then, more

concretely, the constrained Langevin equation for a separable Hamiltonian reads

g=p
p=-VV(q) — A\Vep(q) —vp+ oW (4.25)
0=(q),

Unlike in the mechanical case considered earlier, the Lagrange multiplier has now
become a random variable that depends on the particular realization of the Brownian

19A related approach has been put forward recently during the writing of this thesis [84].
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motion. Recall from the discussion of the constrained Hamiltonian system that the
dynamics takes place on the constrained phase space bundle that by

B = {(q,p) €ET*R"|¢q € X and <Vgp(q),D2ﬁ(q,p)> = 0} .

Let n(gq) be the unit normal to X. Since the gradient gradp = V¢ is normal to the
fibre ¢ =1(0) and p = Do H, we have the orthogonality condition

(n(q(t)),p(t)) =0
for the solutions (q(t), p(t)) of (4.25). Therefore (by differentiation with respect to t)
(n(q(t), p(t)) + (Vn(q(t)) - p(t), p(t)) = 0

By inserting the equation of motion for p, and solving for —AV, we find

—AVe(q) = Py (q) (VV(Q) +p — UW) + Sq(p:p) (4.26)

where Py : (T*R")|S — (T*%)*, P} = nn® is the point-wise projection onto the
orthogonal complement of T*Y and S;(p,p) is the second fundamental form of the
embedding ¥ C R™ (compare Lemma 4.1 and keep in mind that the mass scaling
allows us to identify TR™ with T*R"™), viz.,

Sq(p,p) = —n(q) (Vn(q) - p,p) -

Plugging the constraint force back into the Langevin equation (4.25) eliminates the
constraint, and we end up with the phase space equivalent of (4.20):

a=p
b= —Pi(a) (YV(a) + 70— oW ) + S,(p.p) .

Here P = 1— Py denotes the orthogonal projection onto the constrained phase space
T*%. The function ¢(q) is a conserved quantity of the constrained Langevin equation
which can be seen as follows: By construction of the constraint force, we have $(¢) =0
along the solutions (q(t), p(t)) of (4.27). Integrating with respect to time we conclude
that ¢(t) = at + 6. Choosing suitable initial conditions (¢(0),p(0)) = (qo,po), such
that

(4.27)

¢(q) =0 & (Ve(qo),po) =0,

we have o = § = 0 and therefore p(t) = 0 at all times ¢ > 0. Borrowing a denomination
from the theory of differential algebraic equations [250], we term (4.27) the underlying
stochastic differential equation to (4.25).%° It remains to check whether the constrained
canonical distribution py is invariant under the constrained Langevin dynamics.

As before, let Hy, = H|g denote the restriction of the original Hamiltonian to
the constrained phase space Z = T*X. We employ the notation dAg(q,p) for the
constrained Liouville measure expressed in the ambient space coordinates.?' Then,
abbreviating z = (¢, p), the invariant measure can be written as

pux(dz) = Zig exp(—FHs(z))dAs(2) .

20Exactly the same result would be obtained by applying Ité’s formula to the orthogonality
condition above, for the orthogonality condition is linear in the momenta, and the noise comes solely
from the momentum equation. Therefore there are no extra second-order contributions from the noise.

21The notation dAs (g, p) becomes clear if one bears in mind that the constrained Liouville volume
form Ay, is defined by exterior products of the constrained symplectic form wy which is simply the
restriction of the unconstrained symplectic form, ws, = (dg* A dp;)| -
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In order to show that us is indeed invariant we consider the Kolmogorov backward
equation associated with the Langevin equation (4.27) and study its solution

u(z,t) =E.f(2(¢)), wu(z,0)=f(2),
where z(t) = (q(t),p(t)) is the solution of (4.27), and E.(-) is the expectation
conditional on the initial value z = (go, po). The measure usy is invariant, if

/ u(z, t)pus(dz) = / u(z,0)ux(dz) Vt>0. (4.28)
7 7
The backward generator (2.22) for the constrained Langevin equation (4.27) reads
2
Apy = %P;;Dgﬂo-Dl — P;(VV +9p) Dy + S, - Ds.

The double contraction A : B = tr(AB) denotes the matrix inner product, whereas
the simple dot is the pairing between tangent and cotangent vectors in R™. Taking
the time derivative of (4.28), omitting the normalization constant Zs,, we obtain

9]
En /gg uexp(—BHs)dAs

= / (Apwu) exp(—FHs)dAs
%

02 %
= / <7P; : D3 —vPrp- D2) uexp(—FH)dAs
2

forcing and dissipation

n /@ (p- D1 — (PAVV(q) — Sy(p.p)) - Do) uexp(—BH)dAs,

constrained Hamiltonian
where we have replaced Hy, by H under the integral. We can address the two terms
separately: Regarding the latter, we observe that the integral contains the Liouvillian
of the index-reduced deterministic system. As px is invariant under the constrained
deterministic flow, and the index-reduced system generates the same flow on T*¥ as
the constrained Hamiltonian vector field (4.5), it follows that the integral vanishes
identically. The integrand in the first integral can be written as

o2
/%, <7P:; : D3 —vPpp- D2> uexp(—fH)dAs

o2 .
=5 / divy (D2 (uexp(—FH))) dAs
B
with divy labelling the divergence on the linear momentum subspace 7,3 C T/R"
diveX(q,p) = tr (PrD2X (g, p)) -

We can perform the momentum integration by application of the divergence theorem
[267] for submanifolds of arbitrary codimension; since 7,/¥ is a linear subspace of
T;R" = R" and linear subspaces have zero mean curvature, it follows that the
remaining forcing/dissipation integral above is zero, i.e.,

/gg divyg (D3 (vexp(—pH)))dA\s =0.

Hence we conclude that py is invariant under the constrained Langevin motion (4.27).
Assuming that the associated Markov process z(t) = (¢(t),p(t)) with (¢(0),p(0)) =
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(go,po) has a strictly positive transition function (accessibility condition) yields the
Law of Large Numbers
T

Tlgx;o% ; f(z(t))dta/f(z)ug(dz) (almost surely)

for all functions f € L!(us) and consistent initial conditions (go,po) € T*X. We omit
the generalization of (4.27) to vector-valued constraints and refer the reader to the
section on constrained Hamiltonian systems.

An ad-hoc numerical discretization of (4.27) can be built upon integrators for
constrained deterministic systems. Modifying the SHAKE algorithm (4.17) with the
discrete conjugate momentum (4.18) accordingly, we propose the scheme
h
2

Pn+1/2 = Pn — (vv(qn) + YD + )\nVSD(Qn)) + 0AWn+1/2

(4.29)
qn+1 =dn + hpn-i—l 5
where AW, 1/2 = Wy, 11/2 — Wi, and the Lagrange multiplier \,, is chosen, such that

¢(qn+1) = 0. (4.30)

The final momentum step is

(VV(gn+1) +vPng1/2

=+ UnV@(QnJrl)) + oAW1,
where AW, 11 = W11 — Wy /2> and pi, is determined by the hidden constraint

(Vo(n41),pns1) = 0. (4.32)

The integrator is quasi-symplectic in the sense of [268], and we expect that it is strongly
convergent of order two. Preliminary numerical simulations seem to support this claim,
but we refrain from detailed numerical studies for the sake of brevity. In fact, a very
similar result has appeared recently during the writing of this thesis. Elaborating upon
the RATTLE integrator, the authors of [84] obtain an integrator almost identical to
(4.29)—(4.32), but with a different implementation of the white noise term; in addition,
they prove that the integrator is second-order accurate.

h
Pn+1 = Pn+1/2 — B}

(4.31)

4.3. Thermodynamic Integration

We have presented methods for sampling constrained Gibbs measures in either
configuration or phase space. By these means we can now to sample, for example,
the derivative of the free energy or other quantities that appear in any of the reduced
models. In order to access configuration space regions which correspond to improbable
values of the reaction coordinate, we have to resort to methods like Thermodynamic
Integration [8, 269] or the closely related Thermodynamic Perturbation [270, 271].
Accordingly this section explains Thermodynamic Integration from the point of view of
the different types of constrained dynamics and gives an overview of different methods
of free energy calculation. In particular we will explain how both geometric and
standard free energy can be computed rather efficiently from the force of constraint.

We shall exemplify the basic approach by means of the optimal prediction
equations. For the sake of simplicity we consider a scalar reaction coordinate ¢ :
R"™ — R. In this particular case the optimal prediction Hamiltonian (3.63) reads

B(&,m) = 5m(&)n + G(E).
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where the effective mass m is given by

1 ) -
m(§) = <@ /EE Ve eXp(—ﬁV)d05)> :

Here Y¢ denotes the level sets ®1(¢) for all regular values & of ®, and dog
is the corresponding surface element (no conditional expectation here, Qs is the
normalization constant). Recall further that the geometric free energy is defined as

G =-p8" ln/ exp(—pV)doe .
e
In order to sample the effective mass, we can simply use any method that samples
v, like HMC or even Langevin dynamics. If we denote by {qo,...,gn-1} C X¢ the
respective (constrained) Markov chain we can approximate m by

| N2 -1
m(§) ~ <N > |V‘1’(qz')|2> :
=0

Recall that it is theoretically possible to compute the standard free energy by
running brute force simulations, sampling the marginal distribution of the reaction
coordinate. In principle the geometric free energy could also be directly computed
from unconstrained simulation data building histograms of the reaction coordinate:
upon backwards application of the Blue Moon reweighting formula (3.28), we have

“1y_1

N-1
exp(—BG(§)) = <Z IV@(%N) D xe(®(@) V@)l
=0 i=0

where ¢ denotes the indicator function of the set [£,£ + A¢] for sufficiently small
increment AE. The last formula makes the geometric free energy directly observable.
Of course for all reaction coordinates of actual interest, the sampling along the reaction
coordinate will be rather poor due to slow mixing and metastability. Resorting to
Thermodynamic Integration instead, we can estimate G from its derivative,

= (g ) — B~ divn(g
Gl(f) o % Z < (Qz)vvv(%» ﬁ d (Qz) Ve

=0

, n=-——.
IVe(qs)l Ve

Basically, the formula for G’ is obtained by disregarding the Fixman potential in the
expression (3.15). In principle, the optimal prediction equations (3.58) would require
only that the mean force be given, however it might be desirable to have its potential at
hand. Given n samplings at various values £ we can recover GG by numerical integration
(i.e., Thermodynamic Integration) over £ using any suitable quadrature rule

Gn(§) = w1 G'(&), (4.33)
1=1
where wy,; are the weights of the particular quadrature rule (see, e.g., [272, 273]).

4.3.1. Free energy from constrained Langevin motion We study Thermody-
namic Integration in case the constrained dynamics is on phase space. For this purpose
consider a generalized free energy along a vectorial reaction coordinate ® : R* — R*

Ua(§) = =67 In Za(€)

118



with the generalized partition function

2(€) = [ expl-Ha) dHe.

where dH¢ = do¢dp is the surface measure of ¥ x R” C R" x R", and H, is the
Hamiltonian that is augmented by the Fixman potential with weight «,

H,=H+p tlnvolJ,, volJ, =VdetDaTDa.

Choosing a@ = ¢ the generalized free energy turns into the geometric free energy
G = Uy, whereas for & = ® we recover the standard free energy F' = Ug. Now recall
that according to Lemma 3.3 the derivative of the free energy can be written as

1 H,
VUy = — 0
Za YxR" 8@

exp(_ﬁHa)dHﬁ )
P=¢
Moreover we know from the discussion in Section 3.1.1 that the derivative of the free
energy with respect to the reaction coordinate is independent of the normal momenta
(or velocities). Then, upon comparing equation (3.13) to the expression (4.26) for the
Langevin constraint force (note that both the noise term and the linear friction term

have zero mean), it turns out that VU, can be equivalently written as
1
VU, = — Ao exp(—fHy)dHe ,
Za Ean

where A, is the Lagrange multiplier in (4.25) that is necessary to constrain a Langevin
system with Hamiltonian H, to the constraint phase space

% ={(q,p) e R" xR"|q € X, D®(q) - D2Ha(q,p) =0},

which is clearly independent of the weight «, since Do H, = DsH. Notice that by
definition of the constraint force, A, depends only on the constrained momenta. Hence
we can replace the expectation above by the constrained average. This yields

VU, = / Ao H5.a (4.34)
B

where p5 o is the constrained canonical probability measure with Hamiltonian H,,,

13,0 exp(—(Hs,)d)s: , (4.35)

ZE,a

that is preserved by the constrained Langevin system with Hamiltonian H,. Clearly,
« = g simply amounts to the constrained canonical probability measure, whereas the
invariant measure of the Langevin system with o = ® is the conditional canonical
measure. The respective Lagrange multipliers are related by

Ao =N — B HIL T IV InvolJ, , (4.36)

which, upon choosing o = ®, becomes the correct expression (3.13) for computing
the derivative of the standard free energy. Hence formulae (4.34)—(4.36) reveals both
VF and VG by appropriately adapting the weight function «. Assuming ergodicity
for the discretization of the constrained Langevin equation (4.27) we claim that the
following is true: Let (gx,pxr), K =0,...N — 1 be a discretized solution of (4.27) with
initial values (go,po) € %. Then we have for the geometric free energy

N-1

. 1
VG(E) = ]\}gnoo N Z Ak (> Pr) 5 (4.37)
k=0
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where A, 5 is the Lagrange multiplier of the stochastic RATTLE algorithm (4.29)-
(4.32). If we replace the potential V' in (4.27) by the augmented potential Vg =
V 4+ B~ InvolJs, generating a realization {(do,po), .-, (GN_1,Dn—1)} C &, then we
obtain the same relation for the derivative of the standard free energy

N—1

VE(E) = Jim < > Xoa(d ) (439)
where Ao is now the discrete RATTLE Lagrange multiplier for the augmented
potential. At this point the reader may wonder, whether we can replace the
continuous Lagrange multiplier in (4.34) by its discrete counterpart. For the
deterministic RATTLE algorithm, equivalence between the Lagrange multipliers has
been established in [12]. Indeed, by simply repeating the argument given there, it
follows that the same is true for the stochastic RATTLE algorithm.

The evaluation of VVp may be a tedious task, since it requires to compute the
Hessians V2®,. If the mean force is not updated at each integration step it may be
more efficient to use the original potential instead of the augmented one. Then we
can explicitly augment the Lagrange multiplier according to (4.36) and reweight the
average employing the Blue Moon relation (3.28). If {(qo, po), - - -, (gnv—1,PNn-1)} C B
is a realization of the constrained Langevin equation (without the additional Fixman
potential), then we can compute the standard free energy by means of

N-1 “INn-1
VF() = lim (Zw(qk)> > wlge) ek (ge pr) (4.39)

N—o00
k=0 k=0
with the Blue moon weight w = (volJg)~! and
Ao = Ngi — BN (JE Jo) IEV InvolJg ,

which is in perfect agreement with the formulae that have been derived in various
instances, e.g., [12, 15, 11, 274].

Remark 4.14. An even simpler way to compute F' directly goes via equation (3.29).
Recall the considerations concerning the co-area formula that have led to the Blue
Moon reweighting relation in Section 3.1.2. In particular we have found that standard
and geometric free energy are simply related by

F(&) =G(¢) — ' InEg(volJg) ' .

Since we can obtain the components of VG by just averaging over the ordinary
Lagrange multipliers, it is evident that the most efficient way to compute F is by
first computing G and then adding the Fizman potential D = —(3~1In Ex(volJg) L.
This method is certainly the most efficient one, since it only requires the evaluation
of volJg, where the Jacobians are available anyway during the constrained integration
without extra reweighting or the calculation of second derivatives.

4.3.2. Free energy from constrained hybrid Monte-Carlo Free energy
calculation with HMC trajectories is slightly different from the Langevin case, since
HMC samples only the configurational Gibbs density. The Lagrange multipliers,
however, are functions of both positions and momenta.

We can easily compute the momentum average analytically: averaging the
quadratic curvature term in the constraint force over the constrained Gaussian
momentum density gives the mean curvature as can be seen from equation (3.15). To a
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certain extend this is obvious, as the momentum average of a quadratic form gives the
trace of the matrix inside the quadratic form, and the Lagrange multipliers contain
the second fundamental form that involves the matrices of the Weingarten maps; the
trace of the Weingarten maps then yields the coefficients of the mean curvature vector.
The next statement is a consequence of (3.15) and the Law of Large Numbers (4.12):

Corollary 4.15. Let {qo,...,qn-1} C X denote a HMC Markov chain with the
integrator (4.17)—-(4.18) and the acceptance probability (4.11). Then

1 N-1
VG(E) = lim kzzogmk)

N—oo
with
9= (J3Jo) ' (JVV =B~ tr (PrV2@))
where Pr = 1 — Jo(JEJp)"tJL is the point-wise projection onto T,%, and the
rightmost term is understood component-wise for ® = (®q,...,®;)T. Accordingly,

the derivative of the standard free energy takes the obvious form

VP(E) = lim (Z_w@k)) > wlan) f(a)

N—o00
k=0 k=0
with w = (volJg) ™! and
f=g-8"(J4Je) ' JLVInvolJs .

Note that the reasoning of Remark 4.14 applies as well: we can directly compute
the standard free energy F' by Thermodynamic Integration of VG and adding the
Fixman term D = —(37!InEx(volJs)~! to G. The alternative way to compute the
VF without extra reweighting a la Blue Moon is expressed in the following statement:

Corollary 4.16. Let {qo,...,Gn-1} C X denote a constrained HMC Markov chain
with the augmented Hamiltonian He = T + Vg, where Vo =V + 3~ ' InvolJs. Then

N-1
VE() = Jim > f(d)
k=0

with
f=0J3Je) (J§VVe — B  tr (PrV3®)) .

Bibliographical remarks For the sake of completeness we mention just a few
other methods that are available in the literature. A Brownian dynamics approach
that exploits the relation between the derivative of a generalized free energy and the
respective mean constraint force is given in [17]. Another widely-used Monte-Carlo-
based algorithm for free energy calculations is Umbrella Sampling [275], where the
system is forced to sample a certain range of the reaction coordinate by adding a
confining potential. Though easy to implement (and thus popular), Umbrella Sampling
involves unphysical manipulations of the original system and uncontrolled sources of
error due to the choice of the confining potential [235]. Another class of approaches
can be subsumed under the name of Adaptive Biasing Forces. These approaches, like
conformational flooding [276], scaled force [77], or metadynamics [277], estimate the
mean force during the course of integration. While sampling of phase space proceeds,
the estimate is progressively refined, and introduced in the equations of motion as
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a biasing force, which guarantees that the force acting along the reaction coordinate
averages to zero over time. Eventually the free energy is recovered from the added
force. For an overview of various kinds of methods we refer to the reviews [13, 2] and
the references therein.

The formerly mentioned methods exploit that the free energy is equal to the
reversible work that a system performs while undergoing an adiabatic change of
state. This requires that the system always stays in its thermodynamic equilibrium
conditional on the (frozen) reaction coordinate. But if the reaction coordinate is
controlled in such a way that the remaining system cannot relax to its thermodynamic
equilibrium, then the amount of performed work typically exceeds the free energy
(second law of thermodynamics). Hence the above mentioned algorithms suffer from
a systematic overestimation of free energy differences due to finite sampling times.
However it is possible to compute free energy differences by averaging the irreversible
work using an appropriate exponential weighting which is due to [278, 279]. For
applications of the Jarzynski equality we refer to the recent preprint [280].
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5. Algorithmic issues and numerical examples

Based on the considerations of the Sections 2.4, 3, and 4.2 we shall qualitatively
study some of the introduced reduction schemes for two model systems: Ryckaert-
Bellemans n-butane and the glycine dipeptide analogue with a GROMOS96 vacuum
force field. The latter is a small peptide that contains a central amino acid and which is
a popular benchmark system for spectroscopy and conformation dynamics [281, 282].
On the other hand Ryckaert-Bellemans’ n-butane molecule is particularly convenient
for our purposes, since many properties are known on analytical grounds (e.g., reaction
coordinate, torsional free energy).

We have argued (and this is confirmed by numerical simulations) that hybrid
Monte-Carlo (HMC) generates a diffusion-like flow, and, in point of fact, we can
draw similar conclusion from HMC simulations or simulations of the corresponding
Smoluchowski equation. Langevin dynamics is not used in the model studies. The
reason is that (i) the dynamics of a Langevin equation can be vastly different for
different friction and noise coefficients, and (ii) there is an ongoing discussion about
the choice of good integrators that preserve the thermodynamical properties of the
systems (e.g., temperature, equipartition of energy, invariant measure). We refer to
the monograph [283] and the references therein.

5.1. The constrained hybrid Monte-Carlo algorithm

For the evaluation of constrained and conditional expectation values we confine our
attention to the hybrid Monte-Carlo scheme as has been introduced in Section 4.2.2.
The reason is twofold: first of all, all quantities of interest can be computed as
positional averages, and, secondly, we know for sure that the constrained expectations
eventually converge to the correct values (strong law of large numbers).

To this end we briefly explain how the constrained hybrid Monte-Carlo algorithm
actually works. It is convenient to switch back to a representation of the equations
of motion and the invariant measure in terms of the ambient space variable (g,p).
We shall also drop the mass scaling assumption. Given a symmetric, positive-definite
molecular mass matrix M € R™*"  and an interaction potential V : R™ — R that is
bounded from below, the unconstrained Lagrangian is defined as

1
L(qu) = 5 <MU7U> - V(q) :
The respective unconstrained Hamiltonian thus reads
1 _
H(g,p) = 5 (M "'p,p) + V(a).

Introducing the reaction coordinate constraint ®(q) = &, the constrained equations of
motion (4.1) are then generated by the augmented Lagrangian L = L — \*(®;(q) —&;).
The SHAKE discretization of the equations of motion for a time step A > 0 is

qn+1 — 2Q7l + qn—1 = _h2M_1 (VV(Qn) + D(I)(Qn))‘n)

(5.1)

13 = (I)(QnJrl) :
In the classical formulation of Ryckaert et al., the momentum is approximated by [259]
et (1), o
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This method has two major drawbacks: First of all, the mapping (g¢n,pn) —
(qn+1,Pnt+1) defined by (5.1)—(5.2) is not symplectic.?? Secondly, the three-term
recursion in (5.1) may lead to an accumulation of round-off errors. Therefore the
scheme may become unstable, as has been pointed out in [105]. A remedy of both
problems is to make the SHAKE algorithm a variational integrator: following [257]
we replace (5.2) by the correct discrete conjugate momentum (4.18). This amounts to
formulating SHAKE as a one-step method which yields the RATTLE algorithm [260]

h
Pny1/2 = Pn — § (VV(Qn) + D(I)(Qn))‘n)

qn+1 = (Qn + hM_lpn-i-l

3 = ®(gn+1) (5.3)
h

Pnt1l = Pnyij2 — §(VV(Qn+1) +D®(gnt1)hn)

0 = D®(gn11)M 'pnya,

The Lagrange multipliers A\, iy, are chosen, such that the two constraints are satisfied.
The RATTLE integrator (or SHAKE considered as a mapping 7% — T*X) is
symplectic as following from its variational nature; cf. the related articles [245, 82].23

Recall that hybrid Monte-Carlo (HMC) requires that we draw a initial momentum
from the constrained Maxwell distribution at each Monte-Carlo step, where the
constrained Maxwellian depends point-wise on the constrained position variables. This
can be understood as follows: consider the unconstrained expression for the kinetic
energy in terms of the velocity variables,

T(v) = % (Muv,v) := % (v, V)51 »

where (-,-)ps denotes the metric with respect to the mass matrix. We have shown
in Section 4.1.3 that the constrained canonical probability distribution is simply the
restriction of the unconstrained distribution. In order to restrict the Maxwell density
to the constrained tangent space 1,3, ¢ € ¥, we define the M-orthogonal projection
Py TyR™ — T, that is defined point-wise for each g € 3:
Pyr=1-M"'Js(JEM 1 Js) I, Jo =Dd(q).
Strictly speaking, Pusr sends vectors v € R™ to vectors in o € R™, such that o
satisfies the hidden constraint D® -9 = 0. It can be readily checked that (i) the matrix
Py 7 meets the idempotency property P]%LT = Py, and that (ii) it is symmetric
with respect to the mass-weighted scalar product (-,-)as. That is,
<PM,T u, ’U>M = (u, PM,T ’U>M
for any two vectors u,v € R"™. Hence Pjs 1 is an orthogonal projection with respect
to the metric defined by the mass matrix M. Consequently, we shall refer to Py 1

as M-orthogonal projection. Since Pps 7 maps to the constrained velocity space, we
obtain the restricted Maxwell density exp(—3Tx) by restricting the kinetic energy,

1
Tz(q,’l)) = T(PM7T ’U) = 5 <PM,TU7U>M .

22The mapping preserves the wedge product though. However the thus defined flow is not a map
T*Y — T*3, since the momenta do not satisfy the hidden constraint D®T M ~1p = 0.

23 A convenient numerical scheme for solving the nonlinear constraint equation ®(qn4+1) = & is
provided by original SHAKE iteration; see [259]. The SHAKE iteration can be considered a nonlinear
one-step Gauss-Seidel-Newton iteration as has been argued in [266]. It is incredibly stable at rather
large step-size, e.g., 5fs with a torsion angle constraint and the Ryckaert-Bellemans force field.
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Figure 18. Ryckaert-Bellemans united-atoms butane molecule [91].

Defining K (p) = T(M ~'p), the phase space analogue of T% is found to be
1 . _
Ks(q,p) == B <PX4,TPap>M,1 , Pipp=MPyrM™".
It is easy to see that Py ;. is idempotent and symmetric with respect to (Y pr—1-
Hence Py 1 is the M ~!_orthogonal projection onto the constrained momentum space
T;¥. In other words, Py, 1 sends p € R" to p € R", such that p satisfies the hidden
constraint D®T M ~!p = 0. Omitting normalization, the constrained Maxwellian is

0s(q,p) x exp(—BKx(q,p)) (5.4)

which is exactly the ambient space analogue of the constrained density (4.8) in local
coordinates. The easiest way to draw momenta from the constrained distribution (5.4)
is to generate a vector p due to the unconstrained distribution exp(—BK (p)), and then
apply the projection onto the constrained cotangent plane Ty, ¢ € X. This then
yields a vector p = Py, - p that is properly distributed according to gx. In this way
the projection maintains the full dimensionality for the HMC algorithm, and we can
completely work in the ambient space coordinates ¢ and p.

The algorithm We summarize the considerations from Section 4.2.2 and the last
few paragraphs. Given an initial position g that satisfy the constraint ®(gg) = &, the
constrained hybrid Monte-Carlo algorithm proceeds as follows.

(i) Draw a random vector due to the unconstrained momentum distribution

p~ep(—BK®), K(p)= 5 (M pp)

(ii) Project p so as to satisfy the hidden constraint, i.e., pg = Py p with
Pyr=1—Jo(JgM " Jo) ' JgM ™", Jo =D®(qo).
(iii) Propagate (G1,91) = ¥+ (qo, po), where ¥ is the numerical flow up to time 7 > 0,
that is defined by the RATTLE discretization (5.3).
(iv) Accept ¢1 = ¢1 with probability
-~ min (17 eXp(—ﬁ'H(thl)))
exp(—BH (qo, o))
or reject, i.e., set ¢ = qo. (Here H = K + V is the unconstrained Hamiltonian.)

(v) Repeat.
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Figure 19. The figures show the POD analysis of the Cartesian configuration
data of a butane molecule. The data stems from a HMC run at T" = 300K and
7 = 50fs observation time span (step-size h = 1fs). The total number of steps
is N = 200000 Upper panel: eigenvalues of the covariance matrix. Lower panel:
characteristic time scales of the rotated modes (the scale is arbitrary)

5.2. Ryckaert-Bellemans n-butane

Proper orthogonal decomposition We study the spatio-temporal decomposition
of the 12-dimensional Cartesian configuration space of a united atoms butane molecule.
To this end we generate a HMC time series at T" = 300K with observation interval
7 = b0fs between the HMC points. The integration is carried out with an ordinary
Leapfrog/Verlet integrator with time step h = 1fs. For the chosen parameters h, 7 the
HMC acceptance probability is nearly one. Denoting by {q1, . ..¢x} the HMC Markov
chain of length NV = 200000 we estimate the covariance matrix by

R —

C= m;(Qk_Q)(Qk—Q)T :
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where ¢ denotes the arithmetic mean of the data

1
q= N Z gk -
k=1
Moreover the data has been aligned in order to remove overall translations and
rotations (i.e., the rigid body symmetry which lowers the rank C' by six).
Let us write the singular value decomposition of the symmetric covariance matrix

as C = UAVT with A = diag(Ar) with Ag,..., A2 = 0 and orthogonal matrices
U = V. The POD modes are defined as

2=V (g — ) -
For the butane data we observe that the eigenvalues decay almost exponentially with
one dominant eigenvalue that explains about 50% of the total variance (see Figure

19a). The first two modes cover about 81% of the total variance. To determine the
number of important modes, we take a look at the corresponding decorrelation times

1L,
Td,i = N E |Ck|7
k=1

where the discrete autocorrelation function ¢, of the i-th POD mode at time lag k is
estimated via fast Fourier transform of the data [284]. In can be seen in Figure 19b that
the first two POD modes are slow in the sense that their autocorrelation functions
decay slowly. The characteristic timescales of the remaining modes are comparably
shorter. Note the following two features of the characteristic timescales: First of all
the last six modes do not show any interesting behaviour which reflects the symmetry-
reduction by means of the molecular alignment. (The same is true for the eigenvalues
of the covariance matrix.) Furthermore the decay time 74 is not a monotonic function
of the number of modes, i.e., there may always be slow modes that have small variance.

Let us study the approximation capabilities of POD by means of the single torsion
angle w which is the observable of interest for the conformation dynamics. If we denote
by P, € R™* the matrix that contains the first k eigenvectors of the covariance
matrix, we can define the rank-k approximant of the original data g; as

a=PP (a—Q+a=Puz.....2")" +q.

Accordingly we obtain a reconstruction of the torsion angle by @, = w(g;). We find
in Figure 20a that even the single mode approximation yields the correct qualitative
conformation behaviour between the three metastable sets (one trans and two cis
conformations) although the variance is reduced as expected. This is contrasted
with the two-mode approximation in Figure 20b which captures the main dynamical
features of the conformation dynamics. Yet the invariant distribution of the torsion
angle is not fully captured by the two-mode approximation, since small errors can
accumulate over time and thus lead to the wrong distribution (see Figure 21 below).

Free energy calculation and optimal prediction We shall restrict our attention
to the single torsion angle of the butane molecule; it will serve as the reaction
coordinate from now on. Let us start with the free energy along the torsion angle
which equals the torsion potential independently of the temperature [285]. (Note that
this is not true in general, but only for the n-butane potential that does not involve
Lennard-Jones interactions.) We compare the two quantities: Helmholtz free energy

Fw)=—6"'In / exp(—AV)|[ V|~ Ldow, .
>
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Figure 20. The plot compares the single mode approximation of the central
torsion angle with the two-mode approximation for the first 50000 HMC steps.

and geometric free energy

G(w) =—p7" ln/ exp(—@V)do,, ,

b
where ¥ = ® 1(w) in either case. Both energies are computed by Thermodynamic
Integration using the constrained hybrid Monte-Carlo algorithm at temperature
T = 300K with 7 = 50fs between the HMC points and 5000 sample points per
constrained run. The interval [—, [ was subdivided using a uniform grid of 60 values
between 0.14 and 6.14 (see Section 5.1 for the simulation details).

The standard and and the geometric free energy are shown in Figure 22a. One
observes that the geometric free energy energy barrier from the cis to the trans
conformation is about 1.0kJ/mol higher than the standard free energy barrier, which
confirms that free energy barriers give a only lower bound for the (reversible) work that
is needed to switch between different conformations. Simultaneously we have sampled
the effective inverse mass, that appears in the optimal prediction Hamiltonian (3.63)
and that is depicted in Figure 22b. The plot clearly indicated that the inverse mass or
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Figure 21. The plot shows histograms the torsion angle distribution at 7' = 300K
that were computed over the full time series and approximations thereof. The
variance in both reconstructions is lowered as compared to the original data.
The red histogram moreover illustrates that the correct distribution may not be
reached although the dynamics seems well-captured. The reason is that small
errors can accumulate over time and thus lead to the wrong distribution.

inverse metric, respectively, depends on the reaction coordinate, even in this simple
case of a single torsion angle living on the unit circle S'. We observe that the kinetic
energy favours the trans conformation, which is characterized by a rather slim shape
with respect to the principal axis of inertia and which should be contrasted with to
the more clustered cis conformations. This seems somehow counter-intuitive since one
could expect that the mass distribution of a rotating molecule tends to spread out
due to centrifugal forces. However here the situation is different since the rotation
we are dealing with is an internal motion of the molecule. Likewise the respective
kinetic energy is internal and should not be confused with the rotational energy of
a rigid-body. Physically speaking, the effective mass indicates the redistribution of
atomic masses for different conformations. Since the kinetic energy tends to stabilize
the more compact trans conformation by slightly increasing the total energy of the cis
conformations, we shall speak of an internal centripetal force.?*

In order to study the dynamical properties of the reduced model we compare the
torsion dynamics of the full HMC simulation to a HMC simulation of the optimal
prediction Hamiltonian as has been defined in Section 3.3.1:

Blw,n) = 51 + G(w)
’ 29(w) '
Here
1

g(w)
is the mass-weighted effective inverse mass. A phase plot of the effective Hamiltonian
is presented in Figure 23. For the sake of comparison we also do a HMC simulation in

= Bx|[VO[3, 1 with [}, = (M 'a,x)

24 Although the conjugate momentum to the torsion angle is certainly angular momentum, the
reader should not be tempted to interpret the effective mass as moment of inertia. Both cis and trans
have the same moments of inertia with respect to the rotation axis. In fact it is constant.
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Figure 22. Comparison of free energy F'(w) and geometric free energy G(w) at
T = 300K along the single torsion angle. For the Ryckaert-Bellemans n-butane
the free energy does not depend on T'. The energy barrier in the geometric free
energy between cis and trans conformation is about 1.0kJ/mol higher than for the
standard free energy. The lower panel shows the angle-dependent effective inverse
mass that appears in the optimal prediction Hamiltonian.

the free energy landscape. The corresponding free energy Hamiltonian is defined by
Hiseow,1) = 57 + F(@),
where p is the effective mass
p=pB"tcov(®)7t.
Here & means the torsion angle velocity. The definition of an effective mass by
means of the covariance is based on the assumption that the kinetic energy in the

simulated ensemble is equally partitioned among all degrees of freedom (equipartition
of energy).?> We run HMC simulations for E, Hpe. and for the full system, each at

25Keep in mind that the hybrid Monte-Carlo trajectory does not contain momenta or velocities.
Therefore we have computed the torsion angle velocity taking finite differences along the trajectory.
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Figure 23. Optimal prediction Hamiltonian E at T = 300K (arbitrary units).

room temperature T' = 300K with 7 = 50fs and total length N = 500000 steps. The
results in terms of torsion angle distribution and decay of correlations is presented
in Figure 24 below. By definition the separable free energy Hamiltonian reproduces
the correct marginal distribution of the torsion angle. However this is not true for the
optimal prediction Hamiltonian: the marginal distribution here is2°

1

. exp( B man x exp(-561) (BsIVRlR )

which should not be confused with the respective Fixman relation (3.26),
exp(—0F (w)) = exp(—G(w))Es V| 1/ -

Nevertheless it seems that the deviation is not too severe, since the optimal prediction
simulation almost reaches the correct torsion angle distributions (see Figure 24a).
As a dynamical observable we have computed the autocorrelation functions for each
torsion angles. It can be seen in Figure 24b that the decay of correlations of the optimal
prediction simulation and the free energy simulation is close to the behaviour of the
full HMC Markov chain. Unfortunately the correct decay of correlations is no indicator
for the correct transition behaviour between the conformations. Indeed if we define
metastable sets by subdividing the interval [—m, 7| into three boxes My = [—7, —1],
My = [-1,1[, and M3 = [1, 7] and compute the transition matrix of the respective
Markov chains by simply counting transitions within the HMC time step 7, we find
the following three transition matrices:

0.9927 0.0073 0
P = [ 0.0022 0.9956 0.0022 (5.5)
0 0.0075 0.9925

0.9927 0.0073 0
P, = | 0.0022 0.9956 0.0022 (5.6)
0 0.0075 0.9925

26The occurrence of mass-weighted metric is owed to the fact that the constrained expectation is
understood as the configuration space marginal of a constrained Hamiltonian system. Therefore the
respective Gibbs density involves the molecular masses by virtue of the Riemannian surface element.
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Figure 24. Comparison of reduced models for conformation dynamics. Upper
panel: distribution of the torsion angles at T' = 300K over a 25ns HMC simulation.
Lower panel: autocorrelation functions of the torsion angle (arbitrary time units).

0.9941 0.0059 0
Pree = | 0.0016 0.9968 0.0016 | . (5.7)
0 0.0056 0.9944

The three states M7, My, M3 are chosen such that the respective conformations are
separated by the saddle points of the free energy landscape. Notice that F,p, = Pra. In
particular the probability to stay inside the cis transformations is lower as compared
to the free energy system. Provided the coarse-grained dynamics is still Markovian,
then the three-state Markov chains are completely characterized by the respective
transition matrices (e.g., exit times, transition rates). Of course the deviations between
the transition matrices are not very drastic, but we have observed that the identity
Pop = Pran is quite robust with regard to different discretizations. Moreover we should
keep in mind that the matrices we all computed from finite samples.

Recapitulating, the optimal prediction Hamiltonian provides a reasonable reduced
model for studying the dynamics between conformations on short time intervals (the
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Figure 25. Decay of correlations for the torsion angle using Brownian dynamics
at temperature 7' = 300K. (The time axis is arbitrarily scaled.)

correct invariant distribution is clearly given by the free energy). The main feature
of optimal prediction however is that it allows for a physical interpretation of the
different dynamical contributions in terms of inertial forces and forces coming from
the reduced potential (i.e., the geometric free energy).

Brownian motion Just for illustration we repeat the simulation using the reduced
diffusion model (3.46) from Section 3.2. The equation of motion is

1 1 !
1 ()

@ C @ B mw)y

w

e
Bm(w)

where
m(w) = Bg||[ Ve[ ~?

should not be confused with the effective mass g in the optimal prediction Hamiltonian.
In particular the constrained expectation is understood with respect to the mass-free
constrained Brownian dynamics. We have run a full simulation at 7' = 300K and step-
size h = 1fs, and also simulated diffusion in the respective free energy landscape using
the Euler-Maruyama scheme. Then we compared both realizations to the reduced
diffusion model. The full length of the simulation was N = 1000000 steps. (Note that
the total length of the HMC trajectory was 25ns as compared to only 1ns here.)

It turns out that the naive free energy model gives a remarkably wrong decay
of correlations, whereas the averaged model does a fairly good job (see Figure 25).
Apparently, it is necessary to introduce additional friction and noise parameters
7,0 > 0, similar to the effective mass p in the free energy Hamiltonian, that controls
the decay of correlations. Following [286, 287, 288] we can estimate the diffusion
coefficient o from the decay of the velocity autocorrelation function (Einstein-Green-
Kubo formula). That is, we consider the reduced equation

Yo = —F'(@) + oW,
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where
2y = 30® and 02:/ co(t)dt
0

with ¢, (t) denoting the velocity autocorrelation function of the torsion angle. The
result is shown is Figure 26, where it turns out that the parametrized free energy
diffusion model now reproduces the correct decay of correlations. (It better be,
for we have chosen friction and noise coefficients in such a way as to reflect the
correct correlations.) Moreover the model captures the correct marginal distribution
of the torsion angle by definition of the standard free energy — at least for a
sufficiently long simulation. As we have argued, the decay of correlations does not
tell us anything about other dynamical observables such as transition rates between
metastable conformations. For further comparison we compute the Markov transition

matrices between the sets My = [—m, —1[, My = [-1,1[, and M35 = [1,7[:
0.9988 0.0012 0
Py = [ 0.0005 0.9990 0.0005 (5.8)

0 0.0011 0.9989

0.9988 0.0012 0
P, = | 0.0005 0.9990 0.0005 (5.9)
0 0.0011 0.9989

0.9982 0.0018 0
Pree = | 0.0004 0.9991 0.0005 | . (5.10)
0 0.0012 0.9988

As before in case of optimal prediction, we observe that the transfer operator of the
averaged model coincides exactly with the full propagator, Pr = Pavg. Conclusively,
and in accordance with the considerations of the Hamiltonian system, we expect that
the diffusion model with the geometric free energy is able to capture the correct
transition rates between the cis and the trans conformations. The standard free energy
model gives the correct statistics of the conformations though, and the deviation
between the free energy propagator and the full one is not very drastic anyway.

Fixman potential: replacing fast degrees of freedom In Section 3.4 we have
introduced an ad-hoc method to derive a semi-analytic reduced model. Since the
calculation of effective models or free energy profiles, may be numerically expensive,
we have proposed to replace the energy of the non-approximating modes in the system
by an appropriately parametrized harmonic modelling potential. Averaging over the
harmonic degrees of freedom then leads to a reduced model in terms of the reaction
coordinate and an additional Fixman potential, the parametrization of which is open
to choice. Moreover there is some freedom in choosing an appropriate metric on the
approximant. For the butane molecule we suggest the following: Choosing the torsion
angle as reaction coordinate the configuration space is essentially S* C R'2. Given a
metric h(w) on S, we consider the modelling Hamiltonian

Hey(w,n) = %(w) + Vior(w) + % Indet K(w) .
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Figure 26. Decay of correlations for the torsion angle dynamics for Brownian
dynamics with friction, where noise and friction coefficients o,y are computed
from the Einstein-Green-Kubo relations (cf. Figure 25 above).

Here K € R®*% is a yet unspecified, symmetric, positive-definite matrix.?” As a
potential Vo, we choose the torsion potential; for the metric we choose either the
constant effective mass h(w) = p or h(w) = g(w) from the last subsection. We decide
to employ the covariance matrix of the symmetry-reduced data to feed the Fixman
potential. There are essentially two possibilities

Ki(w) = Be(gr(t) — @) (a:(8) — a)"
or

Ks(w) = Ex(q:(t) — @) (a:(t) — )"
where E¢ and Esx; mean conditional or constrained averages, respectively, and the
subscript r indicates that the data is aligned in order to account for the overall
rotations and translations. Strictly speaking, the K; denote only the irreducibly part
of the covariance matrices. Running a sufficiently long unconstrained simulation the
conditional covariance matrix can be computed from sorting the data according to the
different values of the torsion angle. Alternatively, one could run short constrained
simulations to get a local estimate of K7 or Ks. Here we have run constrained
simulations on a 30 points grid each with about 5000 HMC sampling points in order
to obtain rather accurate estimates. In fact, it turns out that det K; and det Ky are
quite different (see Figure 27): the modelling potential that involves the constrained
covariance matrix Ko is right between the free energy and the geometric free energy
G(w), whereas the one involving K is significantly different.

Hence we shall only consider two instances of the latter: a separable system with
constant effective mass h(w) = p and a non-separable system with h(w) = g(w).
For each system we run a HMC simulation at 7" = 300K with 7 = 50fs. The total
length is T' = 25ns. The results are shown in Figure 28 below: it seems that the

27Clearly, the normal space over S! is 11-dimensional. But if we further take into account the
SE(3)-symmetry of rigid motions, then the quotient space is effectively only 5-dimensional. Therefore
the matrix in the Fixman potential has rank s = 5, and it suffices to consider its irreducible part.
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Lower panel: modelling potential that has been computed from the constrained

covariance matrix.

separable system with the constant effective mass performs slightly better in terms of
torsion angle distribution and autocorrelation function, whereas the torsion-dependent
mass overemphasizes the influence of the cis conformations’ inertia which is already
accounted for by the Fixman potential.

For further comparison we compute again the Markov transition matrices between
the sets My = [—m, —1[, M2 = [—1,1], and M5 = [1,7[. We find

0.9936
0.0017
0

0.9915
0.0012
0

Pra

Pnon

0.0064
0.9965
0.0063

0.0085
0.9976
0.0090
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Figure 28. Simulation results for the modelling Hamiltonians involving
the conditionally averaged covariance matrix at 77 = 300K. Upper panel:
autocorrelation functions. Lower panel: distributions of the central torsion angles

0.9935 0.0065 0
Psyep, = | 0.0012 0.9976 0.0012 | . (5.13)
0 0.0066 0.9934

Notice that the two (1,1) and (3,3) entries in the transition matrix P,en reflect the
effect of the rotational energy of the cis transformation. To confirm that the separable
model scores well, we compute the matrix norm of the differences AP, on = Prull — Pron
and APsep = Prull — Pscp- Indeed, we have

|APaon|l2 = 0.0046 and  [|APsepl|2 = 0.0014,

where || - ||2 denotes the spectral norm that is induced by the Euclidean vector norm.
One should be careful with drawing conclusions from this simple example, as there
are many different routes leading towards reduced models, and there is no a priori
justification for preferring the separable model to the non-separable one. Setting up
a good parametrization already requires some physical insight into the system; cf.
[41, 38]. In fact it is not even clear whether an accurate sampling of the Fixman
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Figure 29. Glycine dipeptide in its extended C5 conformation.

potential improves the result, as we have carried out a substitution of the unresolved
modes only in a small tubular neighbourhood of the approximant (here: S*). However
the simulations seem encouraging to promote further systematic studies.

5.3. Glycine dipeptide in vacuum

We consider the glycine dipeptide analogue as a paradigm for small biomolecules that
exhibit interesting dynamical features, e.g., macroscopically distinct conformations
and transitions between these conformations. The data is obtained from a 100ns hybrid
Monte-Carlo simulation with a 100fs integration between the Monte-Carlo points. For
the simulation we employ the GROMOS96 vacuum force field of GROMACS [289, 290)
together with the native Java interface METAMACS [291]. It is important to note that
we do not want to discuss issues whether the peptide model is physically meaningful
or even realistic. It literally serves as a paradigm by means of which we can illustrate
certain effects or compare different reduction schemes.

Proper orthogonal decomposition of torsion space We apply proper
orthogonal decomposition (POD) to the torsion space of the glycine dipeptide analogue
(GLDA). Regarding the macroscopic conformations we may confine our attention
to the four central dihedral angles (see Figure 29); the leftmost and the rightmost
torsions only rotate the methyl (CHs) endgroups, which typically does not give rise
to interesting physical effects. The four angles (0, ¢,v,w) € St x St x S x S span
the 4-torus T# which we shall consider as the essential configuration space. (Doing a
decomposition of the Cartesian configuration space does not seem to make sense here,
since the conformation dynamics of GLDA in vacuum can be completely described in
terms of the torsion angles.)

In principle, we could embed the torus into a linear space, e.g., T C R’. But
then we have to take into account that the embedding induces a nontrivial metric on
R?®, which complicates both the POD and the following reduction steps. Instead we
favour the idea of considering a flat torus, i.e., we regard T* as the rectangle [, 7]
(or [—180,180]%, respectively) upon identifying opposite edges. In this case it may
happen that edges separate points lying in a single conformation which then show
up as several clusters. However we are free to place the edges wherever we like. In
particular we can cut the torus in a way that no clusters get separated. This amounts
to a shift of the data as in Figure 30 which is optimal in the sense that the number of
transitions over the edges within one Monte-Carlo step is minimized. As POD is affine

138



8 (blue) ;
o (green) f

dihedrals

0 2000 4000 6000 8000 10000

time (a)

360
8 (blue)

. R ) ) © @(green) |

300§ i 1 W(ed) g
2 7 3 : 31 - w(cyan)

IN)
EN
o

shifted dihedrals
=
for)
o

0 2000 4000 6000 8000 10000

time (b)

Figure 30. Optimal cut of the torus T*. Notice that unlike before in Section 5.2,
all angles are measured in degrees.

invariant it is clearly not affected by the shifting, and we can apply standard POD.

Diagonalizing the covariance matrix of the centered torsion data, it turns out
that there is a single POD mode that is separated from the remaining modes by a
considerable eigenvalue gap. This explains why the torsion data can be reconstructed
from a single POD mode as can be seen from Figure 31. Moreover the dominant
mode is much slower mixing than the other modes as is indicated by the decay
of autocorrelations, which qualifies it for the systems reaction coordinate. (The
eigenvalues of the covariance matrix and the characteristic time scales can be found
in the caption of Figure 31.) Intriguingly the first mode depends almost completely
on the two central backbone angles (¢, ¥), viz.,

1
zlmﬁ(w—qﬁ)

Furthermore we see from the time series that ¥ (¢) equals —¢(t) (to all appearances).
This behaviour reflects the fact that the glycine dipeptide analogue is symmetric
with respect to the plane that is spanned by the peptide bond in the extended C5
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Figure 31. POD of the shifted dihedrals. The eigenvalues of the data
covariance matrix are o = {1.4448, 0.0416, 0.0371, 0.0066}. The corresponding
autocorrelation times are 7 = {238.2034, 2.1211, 3.4585, 2.4682}.

conformation. Accordingly we have z; ~ v/21). The agreement is indeed surprising,
as Figure 32 indicates. However it should be kept in mind that the approximation
is likely not to capture the correct long-term behaviour (e.g., invariant distribution),
since small deviations can accumulate over time.

Free energy and the optimal prediction Hamiltonian We should not be
tempted to think that i is the slowest mode in the system, for equal reasoning
applies for the other backbone angle ¢. If we assume that dihedral angles are typically
the slowest degrees of freedom in the system as compared to bond and bond angle
vibrations, then it follows that only ¢ and v together can be considered as slow
variables. Nevertheless it is instructive to first take a look at standard and geometric
free energy in terms of a single backbone angle, e.g., the ¥ angle.

To this end we constrain the reaction coordinate v, and do Thermodynamic
Integration at T' =300K along 36 different values 1 between —180° and +180°.
The simulation is carried out using the constrained hybrid Monte-Carlo scheme from
Section 5.1, where each constrained run involves 50 000 sample points with 7 =100fs
spacing between the Monte-Carlo points and internal step-size h =1fs, such that
the acceptance rate varies between 98% and 99%. Each integration starts from a
configuration for the respective angle after minimizing the potential energy. Again we
compare standard free energy

F(p)=-p7" ln/zexp(—ﬁV)HVfI)H_ldow,
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Figure 33. Glycine dipeptide in its C7 conformation.

and geometric free energy
GW) =6l / exp(—BV)doy
)

where Y = ®~1(1)) is of codimension one in the configuration space R®7. Both standard
and geometric free energy are shown in Figure 34a below. The C7 conformations at
1 &~ +85° and the stretched C5 conformations at 1) &~ +150° are clearly distinguished
(see Figure 33). Recalling the considerations from the butane example we face the same
effect, namely, that the geometric free energy favours the cluster-like C7 conformation
as compared to the profile of the standard free energy. This becomes more lucid if
we look at the corresponding effective inverse mass 1/g as it appears in the optimal
prediction Hamiltonian, and which is defined by the constrained expectation

g(¥) = (Es||VO|2,-1) "
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Figure 34. Free energy and effective inverse mass of the v angle at T' = 300K.

The effective inverse mass is depicted in Figure 34b. It again reflects the tendency
of the kinetic energy to stabilize those conformations which are slim with respect to
the principal axis of inertia. (The destabilizing effect is even more evident for the
knobby 0° conformation which, however, is extremely unfavourable anyway.)

Note that the effective inverse mass has almost the same shape as in the butane
example before (up to a 180° shift). This suggests that the inverse effective mass is
a genuine property of the chosen reaction coordinate (here: a torsion angle). This is
quite remarkable, since the quantity ¢ is computed as a configurational average which
depends very well on the molecular potential and thus on the specific molecule.

Effective models in the Ramachandran plane The one-dimensional free energy
profiles and the effective inverse mass of the optimal prediction Hamiltonian could
already provide some insight into the conformation dynamics of GLDA. As in the
butane example it has turned out that the extrinsic geometry of the reaction coordinate
can have significant dynamical effects on the conformation dynamics that compete
with the effects induced by the potential energy. We shall complete the picture by
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Figure 35. Standard free energy F(¢,v) at T = 300K.

looking at free energy landscapes and effective kinetic energy along the two central
backbone angles ¢ and .

In order to compute free energy and effective inverse mass, we perform
Thermodynamic Integration in the Ramachandran plane. Such calculations are rare
(e.g., [11]), although easy-to-use Thermodynamic Integration formulae in more than
one dimension have been put forward during the last few years (see also [292],
using a simplified force expression). We cover the Ramachandran plane with a two-
dimensional, uniform 36 x 36 grid, and run constrained hybrid Monte-Carlo simulations
at T = 300K on each grid point (¢;, ;). The step-size was chosen to be h = 1fs
with 100 integration steps between between the Monte-Carlo points. Starting from a
energy-minimized configuration, each simulation involves N = 10000 sample points,
hence equivalently 1ns of total integration time for each ¢, combination. Using the
expressions from the Corollaries 4.15 and 4.16, we compare both standard free energy

F(é) = —f'In / exp(—AV) (volJp) " dogy
>

and geometric free energy
G(é) = —f'In / exp(—BV)dog.y
>

with ¥ = ®~1(¢,1). Taking advantage of the reaction coordinate’s periodicity, we
reconstruct the smooth free energy surfaces from the mean forces by expanding F
and G into truncated, two-dimensional Fourier series [293]. The respective Fourier
coefficients are then determined from the sampled derivatives, VG and VF, in a least
square sense which amounts to solving an underdetermined linear system of equations.

The results are shown in the Figures 35 and 36. Both plots clearly reveal the
C7 conformation at about (¢,v¢) = (£80°,F80°). Moreover, but less clearly, we
can see the extended C5 conformation around (¢,%) = (£180°,4+150°) which is
about 5 — 10kJ/mol higher than the C7 conformation. Again the C5 energy in the
geometric free energy landscape is raised as compared to the standard free energy
(circa 3.5kJ/mol). For illustration the minimized potential energy function projected
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Figure 36. Geometric free energy G(¢, ) at T' = 300K. The upper panel shows
the geometric free energy, whereas the lower panel depicts the difference to the
standard free energy. See Figure 35 and the Fixman potential in Figure 38.

onto the Ramachandran plane is shown in Figure 37 below. The most noticeable
difference is that the energy barriers of the strongly repulsive O-O ring-like state at
¢ = 0° and the H-H ring-like state at v = 0° are far more pronounced than in the
free energy landscapes, which, however, does not belong to any admissible transition
path anyway (cf. Figure 30). The plots indicate that both geometric and free energy
are mainly affected by the potential energy landscape of the system.

For further comparison we have plotted the difference F'—G in Figure 36b. Letting
® denote the reaction coordinate, the following is known on analytical grounds

F—G=—-3"InEg (volJg) ",
where the mass-weighted matrix volume is defined as
volJg = /det(D®M—1D®),
This should be contrasted with the Fixman potential A = —3~!'In+/detg that is
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Figure 37. Minimized potential energy landscape of the backbone angles.

defined by the relation

[ exp(=5E) dn o exp(~54) exp(~56).
where F is the optimal prediction Hamiltonian

1 ..
E(¢,9,m,m2) = 59" (¢, 0)nin; + G(¢, )
with the effective inverse mass
g ' =EsDOT M 'D® € R?*2.

The Fixman potential A is shown in Figure 38 below. Note that clearly A # F — G,
since the constrained expectation does not commute with the operations performed on
the mass-weighted Gramian. (They are quite similar though.) We abstain from doing
numerical simulations of the reduced system, and focus on qualitative features instead.
To this end we shall study the specific form of the effective kinetic energy in more
detail. Roughly, Figure 38 reflects the familiar property of the free energy to favour the
extended C5 conformation: the Fixman potential achieves its global minimum in the
+180° corners of the Ramachandran plane. Moreover we see that the effective inverse
mass is not diagonal, i.e., the two angles are coupled by the effective kinetic energy,
where the off-diagonal terms’ order of magnitude in Figure 38 is about one tenth of
that of the diagonal entries. The reader should compare this to the calculations of
the kinetic energy for a system with constrained bonds in [294] which reveal quite
similar features. Additionally we see that the reduced model inherits the systems’
symmetry, since also the kinetic energy is invariant under parity (¢,v) — —(¢, ).
Intriguingly we find that, other than the free energy, the kinetic energy carries a higher
(approximate) symmetry that stems from the (almost) invariance with respect to the
transformations ¢ — —¢ or ¢ — —1. The slight perturbation of the symmetry stems
from the non-uniform mass distribution along the peptide’s backbone.

The kinetic energy plots reveal an interesting feature of the system: Let us assume
that no extra potential were present in the optimal prediction Hamiltonian, i.e., G = 0,
while keeping the shape of the kinetic energy as is (which is not so far off as the
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Figure 38. Effective inverse mass g=! = Ex(JEM~1Jg) of the two central
backbone angles at T = 300K. The Fixman potential A = —3~!Iln+/detg is
shown in the lower right corner (cf. also Figure 36).

comparison with the Ryckaert-Bellemans example shows). Then the system is (in a
loose sense) geodesic, but is still likely to remain in the C5 conformation whenever
the momentum is nonzero; only for n = 0 (inertia-free motion) the total energy is
identically zero in the whole Ramachandran plane. Note that this comes up as a
property of the effective Riemannian metric in the expression of the kinetic energy
which therefore acts as a dynamical force that is mainly induced by the structure of
the backbone (cf. the discussion in Example 3.20). In this sense the extrinsic geometry
of the reaction coordinate renders conformation dynamics of a molecule.
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6. Deviations from reduced models: correcting Brownian motion

Recall the idea of the Averaging Principle as introduced in Section 3.2. Remember
moreover that we have obtained averaged diffusion equations for the reaction
coordinates by artificially accelerating the dynamics of the unresolved modes. The
averaged equations can then be considered the asymptotic result of the (singular) limit
of infinite time scale separation between the reaction coordinate and the remaining
degrees of freedom.

Correspondingly, we shall briefly sketch possible scenarios where this asymptotic
strategy fails to capture the effective dynamics, e.g., due to a lack time scale separation
or due to metastability in the unresolved modes. Anyway in realistic examples there
is no control over the scale separation; in fact there is no small parameter at all.

6.1. Moderate deviations from the Averaging Principle

For the sake of clarity we restrict our attention to the case of a linear reaction
coordinate. (The generalization to curvilinear reaction coordinates is straightforward
using the results of Section 2.3.) Accordingly, we consider a Smoluchowski equation
with separated slow and fast modes (z,y) and a potential V : R® x R* — R, viz.,

ic(t) = =DV (ze(t), ye(t)) + o Wi (t)

i(t) = = DoV (D). 5e(0) + T Wa(e).

Here 02 = 2/3. As we know from Proposition 3.9, for ¢ — 0 the slow process x(t)
converges pathwise to a Markov process z(t) for all ¢ € [0,T] which is governed by

i(t) = =VG(x(t)) + o Wi (1), (6.2)

where the averaged potential G is the (geometric) free energy,

G(z)=—-p""! ln/exp(—ﬁV(x,y)) dy.

(6.1)

6.1.1. Central Limit Theorem: fluctuations from equilibrium We want to
study the error of the averaged motion, z.(t) — z(t), on a fixed time interval [0, T]. Tt
was discovered by Khas'minskii [85] that the normalized error
g (t) — 'ré(t) - ZC(t)

‘ Ve
has a limiting distribution for ¢ — 0 that is Gaussian.?® What is interesting to note
is the difference to deterministic systems, for which it is possible to asymptotically
expand the error z.(t) — z(t) = €1 (t) + €2£2(t) + . . . in powers of the small parameter.
For diffusive systems it can be shown however, that the error is of order /€, where all
higher-order error terms are exponentially small [24]. Hence no further terms of the
asymptotic expansion can be written down.

Suppose that DV (z,y) has bounded first and second derivatives in x. We
continue the analysis of the error by setting x.(t) = x(t) + v/€£c(¢). Then

£.(t) = % (DAV(e(t) + Vetut), welt) — VG(x (1)) . (6.3)

28We write £(t) rather than & (t,w), where w € Q is an element of some set of elementary events.
However the reader should keep in mind that & (t) is a stochastic process that depends on the
realizations of the white noise, i.,e., (¢, -) is a random variable for each ¢ € [0, T].
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Expanding the right hand side formally in terms of €, we obtain [184]

. 1
£e(t) = 7 D1V (2(t), ye(t)) — VG(x(1)))
+ DIV (2(t), ye(t)) - &) + O(e%).
The remainder O(e*) is far from obvious, but we refer the reader to the article [86]
and the references given there. Now recall that y.(t) = y(t/¢€). Integrating yields

1 t

£e(t) = N (D1V(x(s), y(s/€)) — VG(x(s))) ds

t

+ | DRV (a(s), y(5/0) - &ls) ds + O()

Obviously the second term on the right hand side converges in the way that

/Dv y(5/€)) - £(5) SH/W )o£(s)ds  (64)

as € — 0. Upon rescaling time according to s — es, the first term becomes

t/e
% /0 (D1V (z(es),y(s)) — VG(xz(es))) ds .

Letting e going to zero, the last expression would be simply an instance of the ordinary
Central Limit Theorem, if there were no time dependence in x. But it has been
proved that the integral (6.4) converges weakly to a Gaussian Markov process [85].
Abbreviating f(z,y) = D1V (z,y), this Gaussian process has the covariance matrix

a(x)a(z)’ = hm/ / cov (f(z,y(5)), f(x,y. (1)) dsdt,  (6.5)

T—o0
where y5(t) is the solution of the fast dynamics for a fixed value of z, and cov(f, g)
denotes the covariance of two random vector fields f,g. (Note that y,(t) for fixed ¢
is a random variable by virtue of the different realizations of the Brownian motion.)
The limit of the normalized deviation satisfies the following family of equations

£(t) = V2G(2) - £(t) + a(z) - We(1)

with We(t) denoting standard Brownian motion in RF. As a result the averaged
equation (6.2) is replaced by the following pair of equations

(t) = —VG(x(t)) + o Wi(t)
£(t) = V2G(x(t) - £(t) + ala(t)) - We(t).

Equation (6.6) has an interesting structure, a so-called skew product structure. That
is, the slow equation for x is decoupled from the equation for &, while the deviations
depend on the solution of the averaged equation. Therefore it is by no means obvious
how to recover the full solution from the averaged one, including the deviations. One
possibility to do so is by employing van Kampen’s approzimation [295]

we(t) ~ x(t) + Ve(t), (6.7)
where the ”=” symbol should not be taken literally, for convergence & (t) — £(¢)
was only in the sense of probability distributions, whereas we had convergence in

probability with regard to x.(t) — z(t). Another frequently used approach, e.g., [296],
is to add some extra noise to the averaged solution, while omitting the drift:

ie(t) = —=VG(ze(t)) + (0 + Vea(ze (t))) Wi (t) (6.8)
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All these approximations are in some sense obvious, but ad-hoc. Therefore we refer to
the steps (6.7) and (6.8) as remodelling of the full dynamics. Nevertheless the method
offers interesting opportunities for the practical implementation, since the covariance
matrix (6.5) can be computed numerically running constrained simulations of the fast
dynamics at fixed values of the slow coordinate.

Example 6.1. For the sake of illustration we reconsider our guiding example 3.20:

Ee(t) = ~0:V (2e(t), ye(t)) + 0 Wi (1)

i(t) = =0,V (). ) + T Walt).

Here (z,y) € R x R, and the potential is given by

1 1
Viz,y) = 1 (172 - 1)2 + 3 Az)?y?
with the function A(z) > ¢ > 0 defined by

Az) =1+ Cexp (—a(z —z3)°) .
Note that the e-scaling is slightly different from the previous occurrences (see Example
3.20, for instance). The skew-structured limit equation then reads

i(t) = —0,G(x(t)) + o Wi(t)

E(t) = O3G(w())E(t) + ala(t)) We (1),
where G is the free energy exhibiting the entropic (dynamical) barrier,

Glz) = % (22— 1)° + 8 ' InA(z),

(6.9)

and
!
oy - L[ M@
B 1AM x)?
is the standard deviation of the Gaussian error which can be computed analytically,
if we assume that the fast process is ergodic (see Appendix F). Note that the second
derivative of F(z), which appears in the limit equation of the error is not negative
definite (see Figure 39). In fact the error is completely governed by the dynamical
barrier at @ = a3, where both |\ (2)| and |\ (x)| attain their maximum values. This
is in good agreement with the numerical results in Example 3.20.

We emphasize that the averaged dynamics xz(t) already provides the best-
approzimation to the full dynamics z.(¢) for reasonably small €. Therefore, including
the error does by no means improve the approximation quality of the limit dynamics.
It rather serves as a vehicle to increase the variability of the averaged model, in order
to incorporate certain fluctuations, that would not be present otherwise. Moreover it
turns out that incorporating moderate deviations can account for situations where the
scale separation is not good, i.e., € is not small.

6.2. Large deviations from the Averaging Principle

The method of averaging and the Central Limit Theorem make assertions for the
dynamics on the finite time intervals. Typically they both may become invalid on
diverging time intervals of order 1/e or even exp(1l/e). However there are many
interesting phenomena that occur on such time scales (rare events), and which are
not always captured by the Averaging Principle. One such case is the hopping of the
fast dynamics between local attractors (metastable conformations), which may happen
on time scales that are beyond the time scale of the slowest modes in the system.
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Figure 39. These plots illustrate the coefficients in the equations of motion (6.9)
for the error for various inverse temperatures 8 € {5.0,4.0,3.0}. Again 3 = 3.0
labels the most noticeable peak at © = xp, whereas the little one corresponds to
B = 5.0. Note first of all the error achieves its maximum in the vicinity of the
dynamical barrier, and furthermore that the second derivative of F(z) that drives
the averaging error is not negative definite.

6.2.1. Diffusive limits Reconsider the generic slow-fast system (3.1). Here we seek
to derive a reduced equation on the longer, diffusive, time scale of order 1/e. This
may be of interest, if the averaged system is deterministic on the O(1) time scale
with vanishing drift, whereas the fast dynamics is stochastic. (One such case is the
high-friction limit of the Langevin equation on the observation time scale of order 1.)

Changing the free variable in (6.1) according to t — t/e while omitting the noise
in the slow equation, we obtain the following system on the diffusive time scale

de(t) = —lDlv(:ve(t),ye(t))
c (6.10)

1) = — D2V (6) 5 (0) + L Walt).
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We assume that the slow dynamics averages to zero under the fast process, i.e.,

[ PV () =0, (6:11)

where i, (dy) o« exp(—8V (x,y))dy is the invariant Gibbs measure of the fast process
Y (t). It can then be shown that the slow drift gives significant contributions on the
diffusive time scale by coupling to the noise of the fast equation as ¢ — 0, hence the
term diffusive limit; see the rich literature, e.g., [33, 297, 23]. Associated with the
system (6.10) is the Kolmogorov backward generator

1 1
A = —2A1 + —As
€ €
with
0.2
A = > tr D3 — DoV (z,9) - Dy
A2 = —D1V($,y) . Dl .

By adopting arguments from semigroup perturbation theory, e.g., [298], we can expand
the solution of the backward equation into a power series in €. Equating coeflicients of
equal powers gives rise to reduced equations in terms of the slow variable z, namely

@(t) = b(a(t)) + ala(t) W(t). (6.12)

Here W (t) denotes standard Brownian motion in R®. As is shown in Appendix E, the
drift and the noise coefficients are given by the expressions

o0
a(@a(@) =2 [ DiViteo)? [ E,DV (o 0ul0) de o)
o
bo) = [DiView) [ BDV (o) dedy).
0
where y,.(t) denotes the fast process at time ¢ starting at y,(0) = y, and E,, labels the
average over all realizations up to time ¢ conditional on the initial value y.

A few important bibliographical remarks are in order: Firstly, giving a rigorous
proof of the diffusive limit equation is far beyond the scope of the present thesis, and
refer to the appendix for a rough sketch of derivation using a perturbative expansion
of the backward equation. Yet another issue is convergence: the vast majority of the
results in the literature deals with weak convergence z.(t) — x(t) on condition that the
centering condition (6.11) is satisfied. Stronger results are available though; see, e.g.,
the original paper by Khas'minskii [33] or the textbook [124]. Other papers, like [34],
relax the centering condition demanding for a two-scale expansion of the backward
equation (which is much more challenging). See the paper [299] for a numerical scheme,
which is based upon a multiple time stepping discretization of the original system
(6.10) that can be used to simulate the limit system (6.12) quite effectively.

Remark 6.2. The reader may wonder what happens if the slow equation already
contains some noise on the O(1) time scale, i.e., if we face a situation like

felt) = — DAV (ae(t) (1) + T

. 1 o .
elt) = =DV (ze(t), ye(t)) + Z W)
Apparently the system admits an invariant measure, the Gibbs measure
1
plde, dy) = — exp(=BV (z,y)) dzdy,
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where the normalization constant Z is defined by
Z= [ exp(-0V(s.p)dody.
RsxRF

Eristence of the Gibbs measure, however, contradicts the centering condition (6.11),
as can be easily seen by interchanging the order of integration in the last equation,

Z:/RS (/R exp(—ﬁV(a:,y))dy) dz .

constant due to (6.11)

The centering condition is crucial for the derivation of the diffusive limit equation in
the present form (see Remark F.1 below). In fact it seems that diffusive limits are more
targeted on systems with deterministic right hand side, subject to random perturbations
stemming from the fast variables. This is slightly different from problems usually
considered in molecular dynamics. However the method is useful for studying hypo-
elliptic diffusion processes, such as the high-friction limit of the Langevin equation.

6.2.2. Metastability and conditional averaging Roughly speaking the Averag-
ing Principle relies on the idea that the fast dynamics explores its state space, sampling
its invariant measure, while the slow dynamics is at rest. Therefore averaging fails, if
there is some subset of state space, in which the fast dynamics is likely to get trapped.
Consider the slow-fast system (6.1), and assume that the fast subsystem
U (t) = =DV (2, y.(t)) + o Wa(t)

is ergodic with respect to the conditional Gibbs measure p,(dy). Assume further that
for some values of x € R® the fast dynamics shows metastability. For example, we
can assume that for a particular value ey the potential V(x,y), considered along
the fast direction, has a significant potential barrier AV (x,i¢) separating two wells. If
2AV (xerit) > —o0? Ine then Large Deviation Theory explains that the exit time from
the potential wells induces an additional time scale that is of the order

Teo ~ € exp (BAV (zerit))  (B=2/0? > 1). (6.13)

The last equation can be considered as some sort of Arrhenius law; for a mathematical
justification we refer to the standard textbook on Large Deviation Theory by Freidlin
and Wentzell [24]. Tt is easy to see that, at low temperature, 7. , exceeds any other
time scale in the system. In turn, rapid mixing of the fast variable then requires € to
be exponentially small as compared to the noise level o . We would like to study the
system (6.1) in the case that 7. , = O(1). Fixing the order of exit times in that way
amounts to a scaling relation between € and o by virtue of (6.13).

We shall briefly explain the basic idea of the conditional averaging approach that
has been put forward in [35], and which has been refined recently in [164, 300]. To
this end assume that for each z, we can identify two more or less metastable sets
Bi(x), B2(z) € R*. (Here R* denotes the state space of the fast variables.) As one
observes that the fast process y,(t) is rapidly mixing inside each metastable set Bj ()
or Bs(x), respectively, it makes sense to average the slow dynamics with respect to the
(almost invariant) probability measures on each metastable set. This results in two
locally averaged models, one for By (z) and another one for By(z), which are coupled
by means of a rate matrix that governs the transitions between the metastable sets.
The reduced model is then a time inhomogeneous model of the form

#(t) = —V Gy (2(t) + Wi (1), (6.14)
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where G; is the local free energy
Gala) == tn [ pstdy) (6.15)
RE

with pg i (dy) = (pz|Bi(2))(dy), appropriately normalized. The switching i(t) = i(¢, x)
is a two-state Markov jump process, that mimics the transition between Bj(x) and
By (z). Under certain conditions the rates of the jump process are determined by the
second dominant eigenvalue Ay(x) of the infinitesimal generator of the fast process
Y (t), as has been demonstrated in [35] (however in a non-rigorous fashion).

A more detailed multiscale analysis is carried out in the PhD thesis [164]. There
the author also exposes how the metastable fast dynamics can be approximated
in some L'-sense by a family of Ornstein-Uhlenbeck processes that are coupled by
appropriately designed Markov jump processes; cf. also the results in [301, 302].

Realization as a stochastic particle method The method of conditional
averaging allows for an elegant numerical realization as a stochastic particle method
which makes it accessible for practical applications. The discretization is based on a
Trotter splitting of the generator associated with the conditionally averaged system
(6.14), an idea borrowed from so-called surface hopping algorithms in quantum-
classical dynamics [303, 304]. To derive the numerical scheme, consider the Fokker-
Planck equation associated with the original system (6.1)

Opla,y,t) = Lp(z,y,t),  u(z,y,0) =g(z),
where £ is the backward generator in the semi-weighted Hilbert space L?(u,). Given

two families of metastable sets By () and Ba(z), we seek for a Galerkin decomposition
of the full solution of the Fokker-Planck equation in the form

p(CC, Y, t) = 01(117, t)Xl (Ia y) + CQ(Ia t)XQ(Ia y) .
Here x1,x2 span the two-dimensional dominant subspace of the fast dynamics’
generator. Provided certain conditions are met (e.g., regularity of the boundary
between the metastable sets), then it has been shown in [35] that the Fokker-Planck
equation associated with the reduced system (6.14)—(6.15) has the following intuitive
representation in terms of the coefficient vector ¢ = (c1, c2)?, namely

dc(z,t) = (L+R) c(z, )
with £ containing the generators £; of the locally averaged systems (6.14)

o (L 0
t=(% &)

and a rate matrix R € R2*2 that provides the switching between the states i € {1,2}.
Here the rate depends on the second eigenvalue Ay(z) of the generator of the fast
dynamics y, (). A time discretization at time step h = O(€?) is obtained by a splitting,

exp (h(L + R)) = exp (hL) exp (hR) + O(h?),

of the propagator. The thus defined propagator has a nice pathwise interpretation:
apparently the first exponential simply gives the propagation according to the locally
averaged equations (6.14) up to time h, where the second one represents the exchange
between the two states i = 1 and i = 2. In point of fact, exp(hR) is a stochastic matrix
for all h > 0, i.e., it is the transition matrix of the Markov chain {i(0),(h),(2h),...}.
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Considering an ensemble of N particles zx(t), k =1, ... N in the respective states
ir € {1,2}, the system (6.14)—(6.15) has the following realization as a stochastic
particle method: Propagate each particle, xy(t) — x (¢t + h), by solving

Tk (t) = _VGik(t) (z (t)) + UWl (t) .

Then let each particle make a transition iy +— ji according to the transition
probabilities contained in the stochastic matrix exp(hR). If the zj(t) represent
the ensemble c¢(z,t) at time ¢, then the resulting ensemble at time t + h yields a
representation of ¢(z,t + h). For the details we refer to [300].

Finally, we claim that conditional averaging provides a useful extension of the
proposed reduction scheme for diffusion at low temperature. This presupposes that it
is possible to estimate the transition rates between possible metastable sets along the
fast variables which is typically difficult, whenever the state space of the unresolved
variables is high-dimensional. One possible way then may be to resort to iterative
schemes like [47], and confine the attention to very few fast variables, e.g., certain
torsion angles, to get a rough estimate of metastabilities or exit times, respectively.

Unlike the extensions based on Central Limit Theorem or diffusive limits, the
generalization of conditional averaging to Riemannian manifolds and curvilinear
reaction coordinates is not straightforward; it requires a careful study of the boundary
between the metastable sets and the restriction of the fast generator to these sets. This
problem is under current investigation by the author.
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7. Summary

Model reduction for molecular problems is mainly understood as the identification of
suitable reaction coordinates and the calculation of free energy profiles along these.
This thesis addresses model reduction for both mechanical models and stochastic
differential equation from the unifying viewpoint of geometric mechanics, thereby
reviewing and extending available techniques (e.g., from celestial mechanics or climate
modelling) to dynamical molecular problems.

We present a systematic elaboration of the transformation properties of such
different molecular models as mechanical models, Brownian motion or hypo-elliptic
Langevin equations. Regarding the latter we take advantage of the close relationship
with Hamiltonian systems and demonstrate that the Ité-Stratonovich ambiguity
vanishes, if we confine our attention to point transformations (i.e., symplectic lifts
of transformations of the configuration variables). A central paradigm in reduced
modelling is the (thermodynamical) free energy. We give a detailed and concise
analysis of different notions of free energy (standard and geometric free energy) and
develop a generalized version of the famous Blue Moon Ensemble method which does
not make any reference to the underlying dynamical system. Most notably, we gain
precise understanding of the notion free energy as the potential of mean (constraint)
force which allows for designing novel and eflicient algorithms for the calculation
of free energy profiles; a schematic overview of the various concepts can be found in
Appendix A. For both diffusion and mechanical models we derive reduced models that
are structure-preserving and covariant with regard to transformations of the reaction
coordinate. As a common feature, we recognize that the reduced models contain the
geometric free energy as an effective potential, which casts geometric free energy a
fundamental dynamical quantity. In particular we show that the optimal prediction
Hamiltonian can be written as a sum of kinetic energy and geometric free energy,
where the kinetic energy is defined with respect to an averaged Riemannian metric
that is induced by the reaction coordinate and which is easily computed numerically.
(A brief survey over the various reduction schemes is given in Section 3.5.)

Since reduced modelling essentially boils down to the calculation of geometric
free energy, sampling free energy landscapes becomes a problem of its own. We
solve this problem in the context of Thermodynamic Integration by introducing two
novel sampling algorithms that can handle reaction coordinate constraints: First of
all, we introduce a robust hybrid Monte-Carlo scheme for constrained mechanical
systems, for which a strong Law of Large Numbers is proved. Additionally, we derive
a constrained Langevin equation that preserves the canonical distribution. Both
algorithms prove useful for the calculation of free energy profiles, and we propose a
very simple Thermodynamic Integration scheme for the Langevin equation that does
without Blue Moon reweighting and without the evaluation of second derivatives. We
illustrate the performance of the reduction strategies by means of two paradigmatic
model systems: n-butane and glycine dipeptide analogue. With regard to the former
we do rather detailed numerical simulations of the reduced models comparing them
against the full system. We observe that both averaged Brownian motion and optimal
prediction perform remarkably well in terms of dynamical observables such as decay
of correlations or transition rates between cis and trans conformations (which was
rather unexpected in the case of optimal prediction). Both systems exhibit the
common feature that the (extrinsic) geometry of the reaction coordinate has significant
dynamical effects on the conformation dynamics that compete with the effects

155



induced by the potential energy (geometric free energy). Moreover optimal prediction
reveals an interesting physical mechanism: the kinetic energy tends to stabilize the
extended trans conformation by slightly increasing the total energy of the bulky cis
transformations. Since the conformational change is actuated by an internal rotation
of the molecule we have termed this effect internal centripetal force. For glycine the
calculations confirm the former observation, namely, that the kinetic energy stabilizes
the extended C5 conformations by slightly lowering their energy as compared to the C7
conformations. We moreover recognize that the kinetic energy preserves the molecular
potential’s symmetry under parity transformations in the Ramachandran plane of
the two central backbone angles, while exhibiting even a higher symmetry. Both the
configuration dependence of the effective mass and possible symmetry-breaking may
lead to interesting physical effects and demand for systematic studies in the future.

156



8. Zusammenfassung (deutsch)

In der Molekiildynamik wird Modellreduktion iiberwiegend im Sinne der Identifikation
von Reaktionskoordinaten verstanden; eher selten wird dabei auf das zugrunde
liegende dynamische System abgehoben. Diese Dissertation schlieft nun ebendiese
Liicke, indem sie vorhandene Verfahren zur Modellreduktion, vor allem Mittelungs-
und Bestapproximationsverfahren (optimale Vorhersage) aus der Himmelsmechanik
und der Klimamodellierung, auf Molekiilmodelle iibertragt, wobei wir besonderes
Augenmerk auf Strukturerhaltung der jeweiligen dynamischen Systeme legen.

Die geometrische Mechanik bietet fiir unsere Zwecke die einheitliche mathema-
tische Beschreibung der unterschiedlichen Modellierungsanséatze, die zudem die Be-
griffe der statistischen Thermodynamik (Ensembles, Entropie etc.) einschlieft. So
kénnen wir unter anderem beweisen, dass so verschiedenartige Systeme wie Hamilton-
gleichungen oder stochastische Differentialgleichungen gemeinsame Transformations-
eigenschaften besitzen. Die geometrische Sichtweise liefert uns auch ein sehr prézises
Verstdndnis der einzelnen Beitrdge zur freien Energie, die ein zentrales Paradigma
der reduzierenden Modellierung ist. Insbesondere zeigen wir, dass eine spezifische
Form der freien Energie, die geometrische freie Energie, als effektives Potential in
der reduzierenden dynamischen Beschreibung molekularer Systeme auftaucht. Diese
Eigenschaft der geometrischen freien Energie ist allein deshalb bemerkenswert, weil
vergleichbare Zusammenhange mit Reaktionsraten bisher nur aus der Theorie der
Ubergangszustéinde bekannt waren.

Zur numerischen Berechnung der freien Energie entwickeln wir zunéchst
eine verallgemeinerte Blue-Moon-Umgewichtungsmethode, die unabhéngig von dem
zugrunde liegenden dynamischen System funktioniert. (Das bisherige Blue-Moon-
Verfahren beschrankt sich auf Differentialgleichungen zweiter Ordnung, das heifit
mechanische Systeme.) Darauf aufbauend geben wir zwei neuartige Algorithmen
an, die zur Klasse thermodynamischer Integrationsmethoden gehoren: Ein hybrides
Monte-Carlo-Verfahren und eine Langevindynamik, die es beide erlauben, bedingte
Wahrscheinlichkeitsdichten entlang von Reaktionskoordinaten abzutasten. Mit Hilfe
des zweiten Verfahrens ist es insbesondere moglich, mehrdimensionale Profile freier
Energie ohne Umgewichtung und ohne zweite Ableitungen der Reaktionskoordinaten
zu berechnen, was numerisch einen erheblichen Effizienzgewinn darstellt und unseres
Wissens nach keines der bekannten Verfahren vermag.

Um die Gilite der reduzierenden Modelle zu testen, betrachten wir zunéachst
das Molekiil n-Butan. Dabei zeigt sich, dass sowohl die eindimensionale, gemittel-
te stochastische Differentialgleichung wie auch die Bestapproximation des mechani-
schen Systems die Dynamik zwischen den drei wesentlichen Konformationen exakt
reproduziert. Zuséatzlich liefert die reduzierende Beschreibung der Bestapproximations-
methode eine plausible physikalische Erklarung fiir die unterschiedlichen Metasta-
bilitdten der verschiedenen Konformationen, die sich aus dem Wechselspiel von kineti-
scher Energie und geometrischer freier Energie ergeben: Die kinetische Energie (Ro-
tationsenergie) stabilisiert die gestreckte trans-Konformation gegeniiber der etwas
"massigeren” cis-Transformation. Mathematisch ldsst sich dieser Effekt durch die
Riemannsche Struktur beschreiben, die von der Geometrie der Reaktionskoordinate
(Torsionswinkel) induziert wird. Dariiber hinaus untersuchen wir qualitativ die zweidi-
mensionale Bestapproximation des Biomolekiils Glyzin-Dipeptidanalogon durch seine
beiden zentralen Torsionswinkel. Auch bei diesem System erklért derselbe Rotations-
mechanismus die verschiedenen Metastabilitdten von C5 und C7 Konformationen.
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A. Different free energy concepts and Fixman potentials

The table below shows the various notions of free energy in this thesis and surveys their related Fixman potentials (for a more detailed
overview, we refer to Section 3.5). As before ® : R™ — R* is a smooth reaction coordinate, where smooth is meant such that the level
sets ¥¢ = ®~1(¢) are C?-submanifolds of codimension k in R™ for all regular values £ € R*. The Jacobian is abbreviated as Jo = D®.
Following the previous nomenclature, do labels the surface element (or Hausdorff measure) of 3 C R™, whereas dH denotes the surface
element of the phase space submanifold 3¢ x R™ C R"™ x R". Note that standard and geometric free energies coincide, if the reaction

coordinate is linear in the configurations. In this case also A = D = F — G below.

free energy

second-order system

first-order system

Fixman potential

F=—p3"1'InZ with

F=—-31'InQ with

D= -3 'nM(=F—-G) with

standard 1

Z = /exp(—ﬂH)(VolJ¢)_1dH Q= /exp(—ﬂV)(voqu))_ldJ M= Q—/(VOIJé)_leXp(—/BV)dU

by
. G = —p3'InZs with G = —p3'InQs with W =p8'lnvolJg, eg, V>V +W

geometric

Zs = /GXP(—BH) dH Qs = /exp(—/BV) do for Blue Moon reweighting

1 .
optimal E={Inmn+G with A=—p! ln/exp(—ﬂE)dn -G,
prediction 7 _ QL / L Ty exp(—BV)do where typically A # F — G
b
U=p8"'InvVdet K, (K s.p.d.)

confinement

if K= JTJp, then U =W



B. Coordinate expressions

We introduce the local coordinate expressions and expressions for the metric tensor
that are used throughout this thesis. Let ¥ C R™ be a smooth submanifold of
codimension k£ in R". Recall the definition of the normal bundle over ¥

NY ={(o,n)|oc€eX,ne N,X} CR" xR"

with the natural diffeomorphism of N3 into R™ given by ¢ : (o,n) — o+ n. In a
sufficiently small tubular neighbourhood N¥. of ¥ with ||n|| < & we can pull back
the Euclidean metric, considering NY. as our configuration space. Then, given an
orthonormal frame {ny(o),...,ni(c)}, we can introduce local coordinates on NX. by

¢1:R" = NX, (x,y) — (o(z), yini(a(x))), (B.1)

By means of ¢; we can represent any point (o,n) € NX. in terms of the bundle
coordinates (x,y), hence any point ¢ € R™ close to the submanifold . We shall make
the arrangement that all coordinates that belong to ¥ are indexed by Greek letters
«, 3,7, ..., whereas the normal coordinates are indexed by Latin letters ¢,j,k,.. ..
Whenever it is necessary, we will use Latin indices ...,l,m,n that run over all
coordinates which, however, should become clear from the context.

We endow the tangent space TNE, with the standard bases 0/0z% € T, ,NX.
and 9/0y’ € T, ,NX. which give rise to local coordinates in the usual way. Let us
abbreviate z = (z,y). Then the local coordinate expression of the metric tensor is
obtained by pulling back the Euclidean metric by the map ¢ =t 0 ¢

k g4l
gij(2) = 5kl%%, L, kl=1....n

Hence the metric tensor takes the form

sy = ( )0l Az ). o2

where the matrix G(z) € R%*4, d = n—k is the metric induced on ¥ by restricting the
Euclidean metric. Introducing the shorthand X, = 9o /9z* for the vectors tangent to
3, we have Gop = (Xa, Xg). The matrix C(z,y) € R4*? has the entries

Cap = 2y" (dni(Xa), Xp) +y"y' (dnp(Xa), dmu(Xp))
where dn(X) = Vn - X denotes the directional derivative of n along X.?° Note that
we have exploited the symmetry (dng(Xa), Xg) = (Xa, dng(Xg)) in the last equation.
Finally the elements of the off-diagonal matrix A(z,y) € R?** are given by

Aig =y’ (ni, dn;(Xpg)) -

If the codimension of ¥ in R" is one, then the metric tensor takes a particularly simple
form, and the matrices G, C' can be given a nice geometrical meaning;:

g(z,y) = ( G(z)(1 —OM(;c,y))‘z (1) )

where M denotes the matrix of the Weingarten map that is associated with the second
fundamental form of the embedding ¥ C R™ (cf. [81, 218]). It is defined by

My = yGP {dni(Xg), X5) -

29We will also sometimes use the common notation dn(X) = Vxn.
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The vanishing of the off-diagonal matrix A is related to the fact that the normal
connection is identically zero for submanifolds of codimension one. This can be seen
by differentiating the expression ||n;||> = 1 along 2

d
0= —lni(e®)?| =2 (dn(X),m),

dt =0
where o(t) is a curve in ¥ with tangent X at ¢ = 0. More generally, the coefficients
wi(X) = (dn;i(X),n;) are 1-forms which are called the normal fundamental forms.
By the same differentiation argument it is easy to check that these 1-forms are skew-
symmetric, wi = —w/. For the details the reader is referred to [180, 182].
Hamiltonian and Lagrange function We now state the local expressions of the
molecular Lagrangian and the corresponding Hamiltonian. Without loss of generality
we set the atomic masses to unity. The Lagrangian L : TNY. — R is considered first:

L(oyn,6,7) = % (6.7), (6,7)) — V(o).

Note that this is the ordinary Lagrangian (2.1) with M = 1, where the inner product
of tangent vectors in TN, is defined by
(X,Y),( X" Y) =(X+Y, X' +Y'),
where (-, -) is the usual inner product in R™. The local coordinate expression of L is
Ly, 8,9) = 5 (9(w9) - (9)7 (6,9) — Vi), (B3)
where V(z,y) = V(o(z) + y'n;(o(x))), and the metric tensor (B.2) can be written as

. T
g:(G;Tc A)ZP.(GHLC AA 0>.pT

1 0 1
with the matrix

(3 1)

The inverse metric tensor then takes the form

gl_PT((G+C_()AAT)_1 2)P1

with the inverse of P,

L (1 -A
P ().

Defining the conjugate momenta to (z,y) by

oL
a = [ = 1, ey d
to = gge @
L
’Uiza—.., Zzl,,k
oy
we obtain the Hamiltonian as the Legendre transform of L
1 _
H@%%@Zg@@ﬂ)LWwFMMW+Vmw- (B.4)
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Calculation of the Christoffel symbols Our averaging results rely on local
coordinates. Hence we need to compute the (symmetric) Christoffel symbols

i _ Lo (%+agkl 3gjk)

k"9 02k " 9z 02!
with z = (z,y). Since we can assume that all curves (o(t),n(t)) stay close to X it
makes sense to consider only terms up to zeroth order in y (linear terms have mean

zero anyway). At y = 0 the first @ < n — k Christoffel symbols read
a 1Ga6 <8Gﬁ5 + 8G’Y§ _ 8G5’Y>

LD ox" 0zP 0z B5)
a i B.5
Tip = G185
e =0,

where ' are simply the Christoffel symbols that are associated with the metric G on
the surface X. The symmetric matrix that is associated with the second fundamental
form in the local coordinate basis X, = do/0z™ has the entries

s = (dni(X5), Xg]) -

The remaining Christoffel symbols for the normal coordinates (i < k) are given by

Pas = —Sap

i L/ i
Fja = 5 (wlj'oc - wjoz) (BG)
]‘—‘;k == 0 .

Notice that I‘éa is skew-symmetric in the upper and lower indices, as follows from the
definition of the skew-symmetric coefficients of the normal connection

w;a = <dni(X06)7nj> .

C. More coordinate expressions and the mean curvature vector

We first address the problem how to parametrize the constraint manifold. A
submanifold ¥ of R™ defined by the vector-valued equation ®(¢) = 0 is properly
immersed, if D® has maximum rank, i.e., is non-singular almost everywhere on the
surface [181, 242]. According to Sard’s Lemma [173] this can be guaranteed by choosing
® : R" — R¥, such that it belongs to the class C"“¥T1(R"). Then the points, at which
D® is rank-deficient, form a set of measure zero in R"~*, and the level sets ®~1(¢)
are regular submanifolds of codimension k£ in R"™. The following Lemma holds:

Lemma C.1. Let ¢* € X be any non-singular point, and let Us(q*) denote
a sufficiently small tubular §-neighbourhood including that point. Then there is
a parametrization of ¥ in Us(q*) given by {q',...,q" % f*, ..., f*} that is an
embedding, where f : R"™% — RF is the local inverse of ® as defined by ¢" *+ =
s ).

Proof. Let ¢* be a non-singular point of ¥, and consider the square k x k minor K of
D® which is made by, say, cropping the Jacobian’s first n — k columns. Suppose
det K # 0 at ¢ € X. Then the Implicit Function Theorem guarantees that we
can locally solve the equation ®(q) = 0 for the vector (¢"~**! ... ¢"), obtaining
smooth functions of the remaining coordinates. Let these function be denoted by
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gk = fYqt, ..., q"F), such that ®(q',...,q" % fL, ..., fF) = 0. Consequently
o=1(q"....,¢" % f1, ..., f%)T is an immersion and moreover by the Inverse Function
Theorem and smoothness of f an embedding of ¥ into R™. O

Note that the specific choice of K does not affect our considerations, for we can
always choose a different parametrization &, with any k coordinates ¢! being functions
of the remaining n — k coordinates. For instance if ® is of class C*°, then so are the
transition functions ¢ = o o 5~ !. Thus ¥ will be globally smooth.

Hence we can define local coordinates {z!,...,2" %} with 2% = ¢ for a =
1,...,n — k, such that ¢ = o(z) is an embedding ¥ C R"™. Then we obtain from
implicit differentiation of the equality ®(z!, ..., 2" %, f1 ... f¥) =0

_ (9% 0% AffN I n—k+l
d¢—<@+a—ﬂ@>d$ —O, (f—q )

where the sum is taken overaw = 1,...,n—kand i =1, ..., k. Since the 1-forms dz® are
linearly independent, we demand that each of the brackets vanishes. For convenience
we may bring the last equation into matrix vector form. We have

Df = —(Dy;®)'D;®.

Here we used the symbol D; to denote the derivative with respect to the first n — &
coordinates and Dy for the remaining slot. Clearly K = Dy® is the invertible k x k
minor of D®. In particular in the codimension k& = 1 case, we can explicitly assert
Df = —(0®/9¢™) 1D, ®. Finally we obtain the restriction of the Euclidean metric to
3 as the metric that is induced by the embedding of ¥ into R"™,

oft of!

— a 7\ — —_—
Gy = (00/02%,00/027) = b +; R

which can be equivalently written in the form

G =1+ (D;®)"(Dy®) " (D2®)(D,®).

Mean curvature vector The map ® : R” — RF with the rank of D® equal
to k defines a foliation of R™ of codimension k by the collection of all connected
components ¥¢ = ®~1(¢), where £ varies throughout RF. In the calculation of the
optimal prediction equations in Section 3.3.1 we have utilized a relation between the
variation of the surface element do¢ with £ and the components of the mean curvature
vector of the leaf ¥¢. The justification is given now:

For each regular  value consider the normal bundle over ¥ = ¥:. We have seen
in Appendix B that in a sufficiently small tubular neighbourhood we can pull back
the Euclidean metric to the normal bundle NX. Using bundle coordinates (x,y) the
pulled-back metric takes the form (B.2), viz.,

o) = ( G(a;)l(;(;)(g,y) A(ai, 0) ) _

where the matrix G is the metric induced on ¥ by the embedding. By
dV = +/det g(z, y)dxdy

we define the volume element on NX. Since g(z,0) = G(z) ® 1 the surface element
dog = \/det G¢(z)dx of ¥ in can be expressed accordingly as

dog = +/det g(x,0)dx
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where the subscript £ is used to indicate the implicit dependence of the surface metric
on the foliation parameter £ (on the other hand, g(z,0) = G(x) ® 1 without subscript,
since the normal coordinate y = 0 takes over the role of the parameter &).

Given an orthonormal frame {n;(o),...,ng(c)} for the normal bundle we can
write the map ® in terms of the bundle coordinates ®(z,y) — & = (JLQ)(o(x))y,
where @ € R"** is the matrix (ny,...,ny), and Jp = D® denotes the Jacobian. By
chain rule we can evaluate the derivative of the surface metric G¢

) 0
o det G¢(x) = (JgQ)”@\/det g(,0).

Here (JXQ)¥ are the elements of the inverse matrix (J2 Q)~!. Taking advantage of
the identity (det g)’ = detg - tr(g~1g’) we find

9 _ LT i 1 0y
a—gi\/det Ge = 2(Jq> Q)Y tr <g(33, 0) o |, det g(z,0)
=—(JgQ)7 tr (G7'6;) Vdet G.

From the particular form of the metric g(z,y) we can conclude that G™'&; with
S; = —Ppdn;(-) are the matrices of the Weingarten maps with respect to the local
basis of the tangent vectors do/0z® € T, %, where Pr : T,R™ — T, X is the tangential
projection. The trace gives the negative components of the mean curvature vector
S
H(o(x)) =Y ri(x)ni(z), ki =—tr(G7'S),
i=1

with respect to the normal coordinates y',...,y* (or the respective normal frame).
Accordingly 0;1/detGe = (JoQ)¥k; is the mean curvature with respect to the
foliation ®~1(¢). The dependence on ® via the Jacobian does not come as a surprise,
since, as is known, the mean curvature is an extrinsic curvature measure.

D. A co-area formula for Dirac’s delta function

We briefly outline how to write the conditional probability (3.6) as an ordinary surface
integral (3.7). Some definitions first: a function f : R™ — R is quickly decaying if
| l”1m 2%f(z) =0, Vae€ Ny,

where z® is declared component-wise [305]. Then the space of quickly decaying
functions f € C*°(R"™) with quickly decaying derivatives is called Schwartz space
and is denoted by .7 (R"). Let ® : R® — R* be a smooth function, such that the
fibres ¢ = ®71(£) are smooth submanifolds of codimension k in R™. Then for any
function f € .(R™) we define the Dirac measure §(®(z) — &) by

F(2)6(®(2) —€)dz= [ f(volJs) *doe. (D.1)
R” Se

Here Jp = D® denotes the Jacobian of ®, and do¢ is the Hausdorff measure (surface
element) of ¥ C R". The matrix volume for the rectangular matrix Jo is given by

volJg(z) = y/det JE(2) Jo(2)

Without loss of generality we set £ = 0 and omit the argument £ from now on. In order
to show that the definition (D.1) makes sense let us introduce a non-negative function
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¢ : RF — R that has compact support and which satisfies ©(0) > 0. Moreover for
e > 0 we define the family of functions d.(y) = e ¢ (e~ ty). The following is standard:
for a test function h € .#(R*) we introduce the Dirac distribution §(y) by

i [ Sh)dy= [ h0)5) dy.

e—0

where the rightmost mtegral is defined as the point evaluation [306]

h0) = [ Hw)o) dy.

Here we face a slightly different problem: Using (D.1) we have to show that
lim 3:(®(2))f(2)dz = f(2)6(®(z)) dz. (D.2)

e—0 Rn R”
By definition, the support of . shrinks as € goes to zero. Therefore we can restrict
the integration domain to a tubular neighbourhood NX. of ¥ with local coordinates
given by the map ¢(z,y) = o(x) + yn;(o(x)). Hence we have

lim / 3:(P(2)) f(2) dz

NE.NR™
= 1iII(1) f(z,y)d YV g(z, y)dzdy
E— R"

with the abbreviation /g = y/detg. Note that we have used the somehow abusive
notation f(z,y) for the pull-back (f o ¢)(x,y)). The matrix B = QT Jp € R*** with
Q = (n1,...,n%) stems from the local representation of (® o ¢)(z,y) = B(x)y. We
introduce a new variable ¢ by setting ¢ = B(z)y. Thus by the above definition of the
Dirac distribution §(¢) the last equation becomes

lim f(z, B(z)71¢)d.(¢)(det B(x)) ™t v/g(z, B(z)=1¢)dzdC

e—0 R»

= f(z, B(z)"*¢)d(¢)(det B(z)) ™' \/g(x, B(x)~1¢)dxd(

R’n.
:/ f(z,0)(det B(z))™* /g(x,0)dz,
Rn*k

It follows from the particular form of the metric (B.2) that \/g(x,0) = \/G(x), where
G is the metric of ¥.. Observing further that det B(z) = volJg(o(z)) we obtain

im z z)dx = Vi -1 =
i—»O NS.AR" 55((1)( ))f( )d /Zf( 01J<I>) d ,

which gives the assertion (D.2). We conclude by noting that the definition (D.1) is
independent of the choice of any compactly supported function .

E. Three-scale problems

The common structure of the systems considered in Section 6 is that they involve
three time scales rather than two time scales as in typical slow-fast systems. Hence we
consider a generic three-scale system (for simplicity we assume that (z,y) € R X R)

(1) = 2 Fwelt).uelt) + g(.)

lt) =~ h(a0), ye(0) + % Wt
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which is basically the former slow-fast system after a rescaling of time according to
t — t/e, such that the right hand side of the slow equation has the same order of
magnitude as the diffusion term in the fast equation [23, 34]; see also [307, 297].

In order to derive the limit equation for e — 0, we shall employ a perturbation-like
argument. To this end consider the backward equation associated with (E.1):

O (x,y,t) = AV (x,y,t) (E.2)
with

A= €A+ e A+ As,
and the three generators

a?

Av = 50, + g(2,)9y

A2 = f(xa y)al

A3 = g(x7y)6m .
Suppose that the fast process, generated by A;, has a unique invariant measure
o (dy) = p(z,y)dy, where the density p satisfies A;p = 0.

We expand the solution of the backward equation into a perturbation series
according to v = vg + €v1 + €2vg + . .. choosing an initial density v(z,y,0) = v¢(x,0)
that only depends on the slow variable [35]. Plugging v¢ into (E.2) equating powers of
€ yields a hierarchy of equations, the first three of which are

672 : Al’UQ = 0, (E?))
et Aijv; = — Aoy, (E4)
60 . Aﬂ)g = 8,5’00 — A2U1 - Agvo. (E5)

As the operator A; acts on function in the fast variable only, and its kernel is one-
dimensional, we can conclude that vy depends on x only. In order to unveil the lowest
order time evolution (E.5) we define the projection IT : L?(u,) — ker(A;) C L%(ps)
onto the nullspace of A; as the map

(Iu)(z) = / u(e, y)pa(dy) (E6)

In fact IT is the conditional expectation with respect to p;(dy). We address the next
equation (E.4). For it to be uniquely solvable in L?(u,), it is helpful to see that [308]

weran A, <= ue (kerA)" < Iu=0.

Hence orthogonality to the kernel amounts to averaging of Aswvg to zero under the fast
dynamics, which can be equivalently expressed by IIA3I1 = 0, because the kernel of
A is one-dimensional. If the centering condition (6.11) holds, this condition is clearly
satisfied, such that we can invert 4; on the second equation:

v = —AIIAQ’UQ.
If we insert this expression into the evolution equation (E.5), and apply the orthogonal
projection onto the nullspace of A;, we obtain the diffusive limit equation

Owvo(w,t) = Avg(z,t)  with A = AT — LA AL P AT (E.7)

In view of the fact that A and Ajg are first-order differential operator, and .4; does not
involve any x-derivatives at all, we can interpret the last equation again as a backward
equation in L'(dz) with a generator that can be cast into standard form

A= A(x)0? + B(2)0, ,
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and to which the following It6 stochastic differential equation is associated [33]

i(t) = B(x(t)) + 2A([0)W(t) .

We will show below how the coefficients A, B are to be computed. Generally speaking,
the procedure works by solving (E.4) which is an ordinary differential equation:

AT Aovg = AT f (e, y)0pv0 =: w(z, y) 0o
where the function w(z,y) solves the cell problem

Ayw(z,y) = f(z,y) with w(z,-) € (ker A;)" . (E.8)
Note that the initial conditions and the respective integration constants of the cell

problem are chosen such that w(z,-) does not lie in the nullspace of A;. Solving the
equation subject to consistent initial conditions, A can be written as

Avy = — / F (@ yyw (e, y) e (dy) 2uo
(E.9)

+/(9(way) — f(2,9)0:w(x,y)) pra(dy) Oxvo

using the definition of the conditional expectation with respect to p,. It remains to
show that the covariance matrix of the diffusion is positive definite. Indeed by means
of (E.8) the first term under the integral can be rewritten as the quadratic expression

[, y)w(z,y) = wz,y) Arw(z,y),
which is strictly negative, since the spectrum of A;, considered on functions that are
orthogonal to the kernel of A;, lies entirely on the negative real axis.

Integral representation of the averaged generator FExtracting the coefficients
a,b by solving the cell problem (E.8) may not be possible in general. An alternative
approach [25] uses an explicit integral representation A~!. Thus let g(x,-) be
orthogonal to the kernel of L?(ju,), i.e., [Ig = 0. Then the function

G(z,y) = — /OOO exp(tA1)g(z,y) dt

is an integral representation of A 'g, for
A1G = —/ .Al exp(t.Al)g dt
0
——/Ooge (tA1)gdt
= ) dt Xp(tA1)g
=(1- tlim exp(tAi))g,

and A, is negative-definite for all functions g € (ker.4;)". Hence exp(tA;) — 0 and
woy) == [ el (wy)de.
0

which gives upon substitution into (E.9)
Avg = / f(z,y) /0 h exp(tA1) f(x,y) dt pe(dy) 0vo
+ / F,y) 0, /O " exp(tAN) f (2, ) db o (dy) Davo
+ [ 96e.) () 000
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Exploiting the semigroup property of exp(t.A;) the coefficients become

A@) = [ fa) [ B o 0) el
B = [ (o600 + 1e0) [ B0 0) 1) ala).

where y,(t) denotes the fast process at time ¢ starting at y,(0) = y, and E,, labels the
average over all realizations up to time ¢ conditional on the initial value y.

F. Van Kampen’s approximation

We shall demonstrate how studying the normalized deviations leads to a three-scale
problem of the type (E.1). To this end consider the scaled deviation

g (t) — xé(t) — CC(t)
€ \/E .
For the sake of convenience we restrict our attention to the case £ € R. We augment

the system (6.1) by the (redundant) differential equation (6.3) for &. In other words,
we replace (6.1) by the joint system for (z,&.,y.) € R x R x R:

i = — 0,G(x) + oWy

ée B %am (V(‘Tv ye) - G(‘T)) - aiv(x’yf)gf + O(EOO)

1 o .
o= — =0,V (2, ) + — W, .
Y GU(xy)—i_\/E 2

Clearly the averaged equation for x is decoupled from the rest, but we keep it, since
otherwise the system would become time inhomogeneous. The associated backward
equation then has the form

atue (ZC, ga Y, t) = Aeue(xv 61 Y, t)

(F.1)

with
A= e " A + e V2 Ay + Ag ,

where the single generators are given by
2
o
A = 785 — 0,V (z,v)0,
A2 = _am (V((E, y) - G(.’L’)) 65
2
Ay = 0% = (0.V (2.y) + B2V (2. 9)€) 0,

In contrast to the previous section the nullspace of A; now consists of function
that depend on z as well as ¢ (the slow coordinates). Accordingly the projection
I : L?(p,) — ker.A; maps to functions g(z,&). Quite remarkably the operator A
meets the solvability condition TIAIT = 0. The powers of /€ in the backward equation
suggests that we shall expand its solution as follows

U€:U0+\/EU1/2+GU1+... .

Equating powers of /€ yields a hierarchy of equations, the first three of which are
el Ay =0,
e Ay yn = —Agug,

0 . —
€ : A1u1 = 8tu0 — A2u1/2 - AguO .
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Repeating the procedure from the last section taking into account the solvability
condition and the fact that the projection II commutes with the Ornstein-Uhlenbeck
generator Ajg gives the familiar limit equation

deup = Aug  with A = —TLA AT AT 4 TTA3IT .

By running through the calculation from the last section, Appendix E, it can be
shown that the term containing Afl yields the diffusion expression for the normalized
deviation ¢ without further drift (see below), whereas the rightmost term yields the
averaged equation for the slow variable z and the drift G ()¢ of the error. That is,
A turns out out to be the generator of the skew system (6.6).

Calculation of the diffusion coefficient Consider the family of cell problems
(E.8) for functions w(z,¢,) € (ker.A;)". In particular we take a look at

fla&y) =2 <A("”)2y2 -z 1n/\(a:)>

2

from Example 6.1 above. The cell problem is then independent of &,
o? d*w dw o N (x)
——— —yA2)?— 2N ()M z) — = =0
P+ (PN - T

Hence w(z, &, y) = w(z,y). The solution of the homogeneous problem is easily found:

oVE Cil@) o [A@y]
2 Ax) o

where C7,C5 are integration constants, that may or may not depend on the slow
variable z, and erfi[z] is the complex error function that is defined by

wo(z,y) = C2(x) +

erfi[z] = —ierfliz] with erf[z] = 2 /Z exp(—¢?)d¢.
V7 Jo
Variation of constants including the solvability condition (6.11) finally leads to
oy Cy(x Az 1N(x
FOE 0] L 1K oy

where the integration constant Cj(x) is arbitrary, and Ca(z) is determined by the
requirement ITw = 0. That is, Ca(x) is found to be

o N (z)

4 A(z)3~
Intriguingly the solvability condition does not rely on Cy(z) at all. For this reason we

may fix C; = 0 without any loss of generality. In fact, the computed coefficients do
not depend on C1(z) anyway. By this we obtain the diffusion coefficient in (6.9),

w(z,y) = Ca(z) +

02 (:E) =

ot "(z)\ 2
Aw) == [ sepoten) - T (352) (F3)

Remark F.1. Consider again the problem of inverting Ay. Clearly the result of this
operation is defined only up to functions that vanish under the action of Ay,

v = AflAgvo + ¢ with ¢ € ker Ay,

where the additional function ¢ accounts for the indeterminacy of inverting Ay . Gladly
this does not change the diffusive limit equation as long as the solvability condition
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IIASIT = 0 is met, for then also ILA2¢ = 0, and so the indeterminacy disappears from
the effective equation. See also [85].

However we have to be very careful in relaxing the centering condition (6.11).
To see what can happen consider the cell problem, and do not assume that Asvy be
orthogonal to the kernel of Ay; but then projecting equation (E.4) to the nullspace of
Ay yields a contradiction, for I1A, = A1l and therefore

0= HAwl = HAQU() 75 0.

Of course the solvability condition I1ASII = 0 is somehow weaker than the centering
condition (6.11). Nevertheless the last equation clearly shows that the perturbation
series breaks down, if the right hand side of equation (E.4) has a component in the
nullspace of Ay. In fact I1A2Il = 0 can be considered a consistency condition for the
whole ansatz to make sense.
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