Markov state models of biomolecular conformational dynamics
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It has recently become practical to construct Markov state models (MSMs) that reproduce the long-time statistical conformational dynamics of biomolecules using data from molecular dynamics simulations. MSMs can predict both stationary and kinetic quantities on long timescales (e.g., milliseconds) using a set of atomistic molecular dynamics simulations that are individually much shorter, thus addressing the well-known sampling problem in molecular dynamics simulation. In addition to providing predictive quantitative models, MSMs greatly facilitate both the extraction of insight into biomolecular mechanisms (such as folding and functional dynamics) and quantitative comparison with single-molecule and ensemble kinetics experiments. A variety of methodological advances and software packages now bring the construction of these models closer to routine practice. Here, we review recent progress in this field, considering theoretical and methodological advances, new software tools, and recent applications of these approaches in several domains of biochemistry and biophysics, commenting on remaining challenges.
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Introduction
The study of biomolecular systems by molecular dynamics simulations is by no means straightforward. Aside from a myriad of issues related to the accurate treatment of intramolecular and intermolecular interactions and appropriate modeling of the chemical environment, the timescales relevant to biomolecular folding and function (often microseconds to seconds) are enormously long compared to the timesteps required for stable integration (generally femtoseconds) [1]. Even with expensive special-purpose hardware such as Anton [2], simulation trajectories can barely reach biomolecular timescales of typical interest, let alone exceed to permit their statistical characterization beyond simple anecdotal observation.

While various solutions to the timescale problem have been explored, many practitioners have now adopted a practice of extracting stochastic kinetic information from multiple simulations that are shorter than the timescales of interest to build a discrete-state stochastic model capable of describing long-time statistical dynamics. These Markov state models (MSMs) describe the stochastic dynamics of a biomolecular system using two objects: firstly, a discretization of the high-dimensional molecular state space, usually into $n$ disjoint conformational sets $S_1, \ldots, S_n$; and secondly, a model of the stochastic transitions between these discrete states, usually described by a matrix of conditional transition probabilities estimated from the simulation trajectories $x_t$ and termed the transition matrix $P \equiv \{p_{ij}\}$:

$$p_{ij}(\tau) = \text{Prob}(x_{t+\tau} \in S_j | x_t \in S_i).$$

Here, $\tau$ is the lag time or observation interval for which the transition matrix is constructed. As recent literature (reviewed below) highlights, this lag time $\tau$ turns out to be an important parameter in determining the approximation quality and utility of the MSM, with larger $\tau$ providing models of higher fidelity but coarser temporal resolution.

A transition matrix $P$ gives rise to a stationary distribution $\pi$ by virtue of the simple eigenvalue problem:

$$\pi^\top P = \pi^\top.$$

This is a key property of MSMs: While the matrix $P \equiv \{p_{ij}\}$ only contains conditional transition probabilities (which can be computed from short trajectories of length $\geq \tau$, usually orders of magnitude shorter than the longest relaxation timescales), the global stationary distribution $\pi$ can still be computed from $P$. The MSM correctly recovers the equilibrium thermodynamic and kinetic properties of the system, even if the short trajectories used to construct it were not initiated from equilibrium. Additionally, while identifying a suitable state space discretization is by no means trivial, MSMs offer the advantage over many other methods addressing sampling problems that slow order parameters do not need to be defined a priori.

Another important feature of MSMs is that many quantities of interest can be easily calculated from them. A conceptually simple approach is to use the transition matrix $P$ to generate discrete trajectories with time resolution $\tau$, sampling a molecular configuration from
the configurations associated with each discrete state. Alternatively, any molecular observable amenable to such a treatment can also be computed by algebraic equations involving \( P \) without the need to resort to such sampling schemes. The latter approach avoids trajectory sampling, and can often yield additional insight into the dominant contributions of the observed temporal behavior of a given experiment. Key ingredients are the eigenvalues \( \lambda_i \) and eigenvectors \( r_i \) of the transition matrix:

\[
P r_i = r_i \lambda_i, \tag{3}
\]

where the eigenvalues translate to molecular relaxation timescales, \( \lambda_i = -\tau \ln |\lambda_i(\tau)| \), and the eigenvectors indicate which structural changes occur at this timescale (Figure 1). This duality is crucial for the interpretation of kinetic molecular experiments via MSMs.

Recently, two books have been produced on MSM theory and use. The first is a reasonably comprehensive survey of the current theory and practice of Markov state model construction [4**], while the second focuses on advanced mathematical and theoretical aspects [5*].

While a number of literature reviews and overview articles cover the fundamentals of Markov state models (e.g. [6,7], the present review focuses on theoretical advances and applications that have been published since these earlier reviews were written.

Recent theoretical and methodological advances
Paradigm shift: from maximizing metastability to approximating eigenspaces
For many years, MSM construction techniques were driven by the goal of attempting to construct a state space discretization that was maximally metastable, based on the intuition that the discrete state dynamics should be approximately Markovian (memoryless). To achieve this, most schemes attempted to maximize quantities related to the lifetimes of the projected discrete states, ensuring
that subsequent state transitions were maximally decorrelated from their previous transition history.

Recent theoretical work has shown it is more useful to instead consider the MSM as a discrete approximation to the dynamics of the Markov operator (transfer operator or dynamical propagator) in the full state space of positions and velocities \([5^*,7,8]\). As a result, the fundamental goal of state discretization has shifted from maximizing lifetimes to minimizing approximation error of the statistical long-time dynamics.

As an example, consider a double-well potential. Maximizing the lifetimes would lead one to construct a two-state model, with a single partition placed at the transition state between the two wells. Introducing additional partitions near the transition state will reduce the discrete state lifetimes but actually increase the approximation accuracy of the model by allowing it to better approximate the slow eigenspace of the Markov operator \([7]\). In addition, selected dynamical processes of interest can be approximated to arbitrary accuracy \([9]\).

**Variational approach**

Viewing MSMS as a method to approximate the eigenfunction of a Markov operator invokes parallels to quantum chemistry, where the goal is to approximate the eigenfunctions and eigenvalues of the Hamiltonian. It was recently discovered that the Rayleigh–Ritz variational principle — a fundamental concept in quantum chemistry — has an analog in molecular conformation dynamics, and that the eigenfunction approximation problem that appears in constructing MSMS can be cast as a generalized eigenproblem \([14^]\). This formulation implies that MSM-derived relaxation timescales are always underestimated except when the basis functions are linear combinations of the true eigenfunctions of the Markov operator. Standard ‘crisp partitioning’ MSMS based on clustering simulation data were shown to be a special case in which the basis set used in variational optimization is chosen to be a set of functions that are constant on the discrete MS states \([14^*]\).

This insight has far-reaching consequences. Just as better basis sets led to better computational models in quantum chemistry, alternative basis sets for MSMS construction could lead to better and more informative models of molecular kinetics. Ref. \([15]\) discusses differences and similarities to quantum-mechanical approaches that may be exploited and applies the variational principle to the approximation of the peptide dynamics via Gaussian basis sets. The variational approach is the keystone for searching for more efficient and informative basis sets than Voronoi partitions of high-dimensional coordinate space.

**Coordinate spaces for discretization**

A main difficulty in constructing accurate MSMS from biomolecular simulation data is the need to balance statistical error and systematic approximation error: while a fine partitioning will minimize approximation error, the limited quantity of trajectory data means that fine partitionings will increase statistical error. An important question in the field has been what combination of distance metric and clustering method would provide a reproducibly good approximation of the dominant eigenfunctions of the Markov operator. Earlier work employed torsion angles, Cartesian coordinates (potentially following translation/rotation onto a reference structure), or principal components of any of these coordinates. Another popular approach has been the use of pairwise minimal root-mean-square deviation (RMSD). Solvent degrees of freedom that play a critical role in defining kinetically distinct states are also notoriously difficult to deal with \([16]\).

A challenge in all these approaches is that they propose a distance metric \textit{a priori}. Because trajectory data is always limited in quantity by practical simulation times, it is essential that configurations that are highly similar by this metric are actually kinetically related. Fixed distance metrics suffer from the drawback that very small
neighborhoods are generally required in order to guarantee this kinetic relatedness, which could then require an unrealistically large quantity of data to build a high-quality MSM. For this reason, the community sought out data-adapted distance metrics that were able to enlarge these neighborhoods of similarity by learning about kinetic similarity from the trajectories. For example, a scheme using kinetic discriminatory metric learning was proposed in which a generalized weighted squared Euclidean metric was optimized [17]. In a recent study [18], an alternative approach to the discretization of the diffusion operator relevant for transport of small molecules (e.g., ions) in biological cells was proposed.

A major breakthrough followed in the exploitation of time-delayed correlation analysis, also called time-lagged or time-structure-based independent component analysis (tICA or TICA) [19]. This approach, independently rediscovered by two groups [20*,21*], linearly transforms the input coordinates (e.g., torsions, distances, contacts) into collective coordinates sorted by ‘slowness’, thus providing an excellent dimension reduction method for MSM construction. This can be understood as a generalization of principal component analysis, as it solves a generalized eigenvalue problem with the instantaneous and time-lagged correlation matrices of the input coordinates [20*,21*]. This approach can also be shown to solve the variational problem for the specific choice of basis functions identical to the input coordinates [21*].

Full partition versus cores
Several recent contributions have addressed the question of how best to project from high-dimensional trajectory data to a sequence of discrete state labels, from which the MSM transition matrix is subsequently estimated. Most of the recent MSM studies construct a Voronoi tessellation to use in assigning configurations to discrete states. An alternative approach is the core-based projection method, long familiar to the transition path sampling community but first introduced for MSM construction in [22]. Here, one defines an incomplete partition of space into highly metastable cores located within distinct metastable basins. The continuous trajectory is discretized by counting changes in state assignment only upon encountering a different core, maintaining its association with the previous core in the intermediate region between cores. This core discretization scheme was subsequently shown to be equivalent to milestoning, with the cores being milestones [23]. In the MSM framework, this core projection method effectively uses the core committer functions as basis functions, which often provides a superior approximation to the eigenfunctions of the transfer operator when the number of cores is small [23]. However, a general procedure for identifying cores in high-dimensional configuration space has not yet been proposed.

Estimation of MSMs
Once the high-dimensional trajectory has been projected onto a discrete sequence of states, an MSM is obtained by estimating a kinetic model of the discrete dynamics between states. In most cases, a matrix of conditional transition probabilities is estimated using some lag time \( \tau \) from the trajectory data [7]. Early approaches estimated transition probabilities in terms of state-state time-correlation functions, while recent MSM methods have used higher degrees of sophistication. Commonly, the transition matrix is only estimated over the largest connected subset of states [24,25] and proceeds via an iterative maximum likelihood estimator that respects detailed balance [26,7].

To assess the statistical uncertainty of the MSM model and its predictions, it is important to consider not only the most likely transition matrix, but all such matrices statistically consistent with the data. This can now be efficiently achieved (including the use of detailed balance constraints) through Markov chain Monte Carlo (MCMC) techniques [27]. A recent publication has shown how knowledge of the stationary distribution (from, say, a long parallel tempering simulation) can be used to further constrain the space of transition matrices [28].

MSMs can also be constructed directly from parallel tempering simulations using the short trajectory segments generated between exchange attempts, provided the discretization is sufficiently good to permit the use of very short lag times [29]. This approach was subsequently improved upon [24] by the introduction of a dynamical reweighting method [30] that permits use of data from all temperatures, which also allows the resulting MSM to capture the continuous dependence on temperature.

Coarse-graining of MSMs
An MSM that closely approximates the statistical dynamics of a biomolecular system may have hundreds or thousands of discrete states. To obtain an interpretable model from this, some form of coarse-graining is often necessary. Such a lumping operation — unless made in a specific mathematical form — should only serve the better understanding of an MSM, for example, for the sake of a visualization of structures in kinetically distinct states. While useful for illustration purposes, re-estimating the transition matrix on a coarser state space is not trivial, as lumping of states will degrade the approximation quality of the MSM, and potentially lead to vastly underestimated timescales.

The foundational work on coarse-graining MSMs was the development of PCGA [31] and PCGA+ [32]. These spectral clustering methods use the sign structure of the leading eigenvectors of the MSM transition matrix to relate conformational transitions among metastable
Projected Markov models and Hidden Markov models

The fundamental approximation of MSMs is that the statistical dynamics on discrete sets can be accurately approximated by a Markov chain. Many of the methods described above aim at reducing the discretization errors due to this decision, by good choices of the input coordinates and the discretization metric and method used. However, the discretization error made by the Markov approximation can be large. While it is known that the molecular relaxation timescales are better estimated at large lag times τ, Ref. [13] shows that the discretization error behaves as τ⁻¹, explaining the slow convergence observed in implied timescale plots of recent papers.

Ref. [3] proposes a different approach, the Projected Markov model (PMM), in which discretized molecular dynamics trajectories can be exactly described by a simple mathematical structure consisting of two matrices — an eigenvalue matrix (corresponding to the relaxation timescales) and a projection matrix (corresponding to eigenfunctions that have been projected onto the cluster states, and are therefore different from MSM eigenvectors). It was shown that PMMs can be efficiently estimated by Hidden Markov model techniques (HMMs), and that the resulting HMM is as easy to interpret as an MSM. Future research will have to address the question how PMMs can be generally estimated, without making the HMM approximation. Ref. [13] gives an optimal estimation method for two-state PMMs, which is also expected to be useful for the analysis of single-molecule experimental data.

Software. A number of software packages have been developed to aid in the construction, validation, and interpretation of Markov state models, and have now reached relative maturity. Both the EMMA [38] [https://simtk.org/home/emma] and MSMBuilder [25] [http://msmbuilder.org/] software packages facilitate the construction and validation of Markov state models from molecular simulation data in various trajectory formats. The MSMExplorer software package [https://simtk.org/home/msmexploer] allows for the visualization of MSMs using graph and network diagrams, scatterplots of state properties, and interactive structure visualization [39].

Applications

MSM methodologies have now been applied to a wide variety of problems in biomolecular dynamics to study the folding of proteins, the dynamics of intrinsically disordered peptides and proteins, ligand binding processes, native-state and functional dynamics, and the connection between molecular dynamical processes and their experimentally resolved single-molecule and ensemble kinetics. Below, we review a few notable recent examples.

Protein folding

The study of how unfolded or disordered proteins reach their native states has long been one in which simulation, with its ability to resolve dynamics in atomic detail, could provide critical insight difficult to extract from bulk or single-molecule experiments, which are inherently limited in either time or structural resolution. However, numerous challenges have traditionally stood in the way of simulations reaching experimentally relevant timescales and gathering sufficient statistics to make definitive statements about protein folding mechanism [1]. While computational advances have ushered in a new era of molecular simulation software accelerated by graphics processing hardware [40–42] or even custom ASICs [2], raw advances in computational power are insufficient to produce more than anecdotal observations of protein folding or unfolding events [43]. By contrast, the MSM approach has led to the construction of extremely detailed statistical models of folding mechanism and unfolded state dynamics for some small peptides and proteins (e.g. [44,45]).

Applications of MSM methodology to model systems in protein folding have generally revealed a surprising complexity to the apparently simple dynamics observed in experiments, in defiance of the ‘Occam’s Razor’ interpretation (but still consistent with the experimental observations). For example, a combined experimental and computational study of Acyl-CoA binding protein (ACBP) examined the MSMS constructed from over 30 ns of aggregate molecular simulation data to probe the unfolded state dynamics, intermediate states, and native state formation rates, concluding that a previously characterized fast kinetic phase did not correspond to population of a specific intermediate structure (as had previously been assumed), but was instead due to heterogeneous structure acquisition within the unfolded state [46,47], a phenomenon also observed in a fast-folding protein [48].
Even more surprisingly, an examination of fourteen massive protein simulation datasets suggested that there are significant, experimentally detectable deviations from the two-state behavior generally believed to describe the folding of many simple model protein systems, suggesting a previously unappreciated complexity [35]. A folding study of ubiquitin has revealed the existence of several intermediates and misfolded states [49]. The dominant experimentally observable slow processes appear to also be robust to perturbations in intrinsic rates that would be expected from variations in experimental conditions, suggesting this behavior should be relatively universally observable [50]. In fact, an examination of the well-studied fast-folding HP35 domain by simulation identifies an intermediate state whose existence was only recently revealed by triplet-triplet energy transfer experiments [51].

MSMs have also been used to examine the role of glassy dynamics in protein folding, finding that true glass transitions appear to be absent in atomistic models of solvated protein dynamics [52]. In fact, sidechains of residues within the cores of folded proteins appear to show some degree of liquid-like behavior [53].

**Protein–ligand binding**

Markov state models also have been used to illuminate the mechanism of small molecule binding and unbinding from protein targets, often with the aim of discovering new putative binding sites that could be exploited for the design of novel inhibitors. While direct simulation can achieve timescales sufficient to observe ligand binding events [54], the bound half-lives of typical drugs is often on the hours timescale, far out of reach of drug binding studies. Additionally, by aggregating statistical information from many trajectories, a more detailed (and less anecdotal) mechanistic understanding of binding can be obtained.

The viability of using MSMs to study small molecule ligand binding in atomistic detail was established in an initial study of the binding kinetics of the trypsin inhibitor benzamidine was described by an MSM constructed from a collection of short trajectories, revealing the existence of long-lived binding intermediates [55]. A related network-based method using a scheme for enforcing detailed balance was able to describe the multiple unbinding pathways of ligands dissociating from FKBP [56]. A study that used the simplifying assumption of fixed receptor geometry used the framework transition path theory to extract descriptions of binding pathways and how these changed in response to receptor point mutations [57]. More recently, the often significant effects of rebinding on modulating effective dissociation kinetics of multivalent ligands has been illuminated through the use of MSMs [58].

**Intrinsically disordered proteins**

Studies of intrinsically disordered proteins have recently benefited from a number of technical advances to better deal with conformationally and dynamically heterogeneous dynamics, such as the aforementioned tICA scheme. This proved critical in enabling the construction of MSMs for the intrinsically disordered KID peptide, which was found to adopt a conformation that may precede its KIX-bound geometry even in the absence of its binding partner [21]. Studies of the unfolded dynamics of the intrinsically disordered hIAPP peptide (found in 95% of type II diabetes patients) also found a surprising quantity of structure in these intrinsically unfolded states, suggesting these metastable conformations may seed aggregation processes [59]. A similar study on Ab peptides implicated in Alzheimer’s disease found similar propensities for disease-promoting truncations or mutations to populate structures that likely promote aggregation [60].

**Native state conformation changes**

With increasing simulation power, the possibility to study conformational changes of native proteins associated with function — which often have timescales in the microsecond to millisecond range — have become possible through the use of MSMs. The intrinsic fluctuations of β-lactamase in its native state reveals a multitude of potential allosteric binding sites that could potentially be exploited in the design of allosteric modulators of activity [61]. Recent MSM studies of the activation pathways of kinases [62] or GPCRs [63] has similarly revealed the potential for identifying putative allosteric binding sites or distinguishing between agonists and antagonists using structural information along putative functional pathways.

Other MSMs studies have revealed putative mechanisms for the autocatalytic step in HIV maturation of HIV protease [64] and the release of phosphate from bacterial RNA polymerase II during transcription elongation [65]. A combined experimental-computational study of dynamin tetramers was able to propose feasible oligomeric structures using MSM techniques [66].

**Connecting simulation with experiment**

The ability of MSMs to describe the statistical dynamics of a single biomolecule or the deterministic time-evolution of an ensemble of noninteracting biomolecules prepared in a nonequilibrium state affords enormous power in the ability to connect models derived from atomistic simulation with a multitude of biophysical experiments. By coupling the atomistic resolution within conformational states with a spectroscopic model of the appropriate experimental technique, experimental observables can be compared directly with their computed counterparts, rather than resorting to interpretation through some intermediate-scale model that might suffer from a loss of potentially critical information.
Reconciling MSMs and kinetic experiments
While temperature-jump IR/fluorescence and fluorescence correlation measurements have seen widespread use in probing multiple kinetic timescales in biomolecular systems, it is not always straightforward to identify the structural relaxation processes associated with these timescales.

More recently, the framework of dynamical fingerprints has been developed as a principle way of separating both experimental and MSM-derived kinetic data into relaxation processes with distinct amplitudes and timescales, and associating specific observed structural relaxation processes with each [67,68]. It was found that individual experimental observables can often pick up only few (1–2) relaxation processes even if many are present, suggesting a resolution to the apparent contradiction between simple experimental and complex simulated kinetics. However, it was suggested that MSMs and dynamical fingerprints could be used to design kinetic experiments so as to optimally probe selected relaxation timescales [67].

A number of concrete successes in connecting MSMs derived from atomistic simulations to biophysical experiments have been reported. NMR relaxation and order parameters are inherently dynamical quantities, and their computation from MSMs can be made straightforward through the use of the model-free framework approach of Lipari and Szabo, as recently demonstrated for HIV-1 protease [69]. Similar work has been carried out in developing a theory for the reconstruction of inelastic neutron scattering spectra from MSMs derived from atomistic simulations [70,71]. An elegant framework for the simulation of spin-labeled continuous-wave electron spin resonance (cw-ESR) experiments from molecular simulations using MSMs has also been developed, as described recently in chapter 10 of [4**].

MSMs have also found use in interpreting temperature-jump data using a variety of spectroscopic probes. Using exciton methods, MSMs were able to illuminate the processes giving rise to temperature-jump infrared (IR) and 2DIR data, providing physical insight into the observed spectroscopic signatures of distinct states in the trpzip2 peptide [72] and an α/β fragment of NTL9 [73]. Dynamical fingerprints were used to reconcile fluorescence correlation spectroscopy (FCS) measurements in glycine-serine peptides with molecular dynamics simulations [67]. MSMs were also used to interpret temperature-jump fluorescence measurements, once again in a spectroscopic study of the trpzip2 peptide [74].

Markov models from single-molecule experiments
While there is a long history of the use of hidden Markov models (HMMs) to identify kinetically metastable states in single-molecule biophysical experiments, only recently have sophisticated analysis techniques developed to the point of reliably resolving many states within experimentally observed traces, such that some of the theoretical pathway analysis tools described earlier (such as transition path theory) can be applied to models derived solely from experiment. A detailed six-state model of the folding/unfolding kinetics of adenylate kinase was constructed from a large quantity of single-molecule FRET data, permitting the application of transition path theory for the analysis of folding pathways [75]. Optical force spectroscopy experiments of calmodulin extrapolated to zero force also yielded a multistate MSM describing exchange among on-pathway and off-pathway intermediates [76]. The complex MSM obtained from single-molecule FRET studies of the Diels-Alderase ribozyme permitted the use of transition path theory and transition matrix eigenvector analysis for describing the Mg^{2+}-dependent folding pathway [77].

Challenges and potential solutions
The MSM field has virtually exploded in the last few years, and has started to make significant impact in basic problems of biomolecular modeling and simulation. Despite advances in computational power, the sampling problem is still a major bottleneck in molecular simulation. It has been suggested that MSMs have the potential to solve this problem by using the statistical information encoded in the model in order to direct the simulation effort where new conformational states can be found with high probability or where statistics are still poor. However, an automatic and unsupervised realization of such an adaptive sampling procedure that works reliably for complex biomolecular systems remains elusive.

A key ingredient of such an adaptive approach is that the construction and estimation of MSMs must be fully automated. This will require additional theoretical advances to provide insight into the selection of appropriate system-appropriate and data-appropriate parameters for the construction of MSMs. A particularly important aspect of this is balancing the statistical and the systematic error of MSMs — in the simplest case, the selection of an appropriate number of states that is not too small to cause major discretization errors and not too large to incur enormous statistical uncertainties or biases. It is likely that unsupervised MSM construction will also only be solved by an approach that is itself adaptive.

Both of the above aspects (adaptive sampling and fully automated MSM construction) must also be accompanied by software development that makes these methods available to public use. We have already seen the rapid progress in this field that has been enabled by the open software tools already available.
A third aspect is the use of MSMS in force field parameterization. Force field development has steadily moved to include thermodynamic data, such as free energies of transfer or hydration [78]. With the computational power available to generate well-converged molecular dynamics simulations of sizable protein systems, thermodynamic and kinetic data on larger systems could be systematically included in the next generation of force field development. MSMS provide a systematic approach to calculate these quantities in a way that is largely independent of subjective decisions of the modeler.
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