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Neutron scattering experiments directly probe the dynamics of complex molecules on the sub pico- to
microsecond time scales. However, the assignment of the relaxations seen experimentally to specific
structural rearrangements is difficult, since many of the underlying dynamical processes may exist on
similar timescales. In an accompanying article, we present a theoretical approach to the analysis of
molecular dynamics simulations with a Markov State Model (MSM) that permits the direct identifi-
cation of structural transitions leading to each contributing relaxation process. Here, we demonstrate
the use of the method by applying it to the configurational dynamics of the well-characterized ala-
nine dipeptide. A practical procedure for deriving the MSM from an MD is introduced. The result
is a 9-state MSM in the space of the backbone dihedral angles and the side-chain methyl group.
The agreement between the quasielastic spectrum calculated directly from the atomic trajectories
and that derived from the Markov state model is excellent. The dependence on the wavevector of the
individual Markov processes is described. The procedure means that it is now practicable to inter-
pret quasielastic scattering spectra in terms of well-defined intramolecular transitions with minimal
a priori assumptions as to the nature of the dynamics taking place. © 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4824071]

. INTRODUCTION

Dynamic neutron scattering is a direct probe of the inter-
nal, conformational dynamics of complex molecules, such as
polymers and biological macromolecules. Of particular inter-
est in this regard is the “quasielastic” component of this scat-
tering, which is a superposition of approximately Lorentzian
functions in energy centred on the elastic line, and corre-
sponds to nonoscillatory relaxation processes.' Given that the
whole-molecule translational and rotational diffusion can be
subtracted from the scattering signal, this scattering probes
internal conformational transitions, and thus is particularly
valuable information. In simple systems, such as methyl ro-
tors, the quasielastic processes involved can be unambigu-
ously identified without the aid of detailed simulation. How-
ever, in complex molecules with an internal energy landscape
involving a large number of minima the direct assignment of
quasielastic scattering to specific structural rearrangements is
perilous, since many of the underlying dynamical processes
may exist on similar timescales. A typical approach is to fit
the time dependence using a phenomenological model, such
as stretched exponential behavior, and, while this can pro-
vide important insight into the physics involved,”™ it lacks
the ability to form a clear picture of which atoms move where
and when.

Molecular dynamics simulation is being used increas-
ingly as an aid to interpreting dynamic neutron scatter-
ing experiments.> Direct calculation of the dynamic struc-
ture factor, S(q,w), from the atomic trajectories can be
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conveniently performed.® In cases where simulation and
experiment agree, the simulation can be decomposed to
identify motions present. Early examples of this in pro-
tein biophysics include the identification of liquid-like rigid-
body side-chain motions as dominating picosecond-timescale
quasielastic scattering from myoglobin,”® and recently simu-
lation was used to demonstrate that the neutron susceptibility
of lysozyme can be decomposed into three types of motion.’
However, analyses such as these rely on first imagining a type
of motion, then fitting it to the simulation results and compar-
ing with experiment. A more general approach that does not
rely on such intuition has been lacking.

In the accompanying article,'” we have derived a the-
ory based on dynamical fingerprint analysis'"!?> to compute
neutron and x-ray scattering spectra from the conformation
dynamics of the molecule, that provides a direct 1:1 assign-
ment of experimentally observable relaxation timescales to
structural transitions, each of which contributes to the scatter-
ing profile. In practice, this theory can be applied to Markov
(state) models (MSMs) of conformation dynamics.'*!” In
the Markov modeling approach, one discretizes the confor-
mation space of the molecule into small sets (microstates),
and uses MD simulation data to compute transition proba-
bilities between microstates. An advantage of this approach
is that slow kinetics can be computed with short trajecto-
ries and thus even systems with relaxation times longer than
the affordable trajectory length are within reach.!'-!320 See
Refs. 21-23 for a review of Markov models,?* for an overview

© 2013 AIP Publishing LLC
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of the methodology,?2° and for software to construct Markov

models from MD simulation data.

Note that MSMs are adequate for estimating the slow ex-
ponential relaxation processes in the data, but not necessarily
for fast relaxations. A comment is in order to relate this re-
striction to the frequent observation of power-law or stretched
exponential kinetics in experimental data. Although a power-
law decay over infinite number of timescales cannot be re-
produced by a sum of exponentials, a power law over a few
orders of magnitude can very well be represented by a sum
of rather few exponentials (e.g., see Ref. 11, supplementary
Fig. 1 — this shows that an apparent power-law over three or-
ders of timescales can be generated by as few as three ap-
propriately spaced exponentials). Moreover, although much
of the original mathematical theory of MSMs is based on the
existence of a timescale separation, such a timescale separa-
tion does not seem to be necessary in practice, because many
systems without a clear separation of timescales have been
able to be usefully modeled by MSMs in the recent liter-
ature. In addition, recent mathematical theory®”-?® suggests
that, irrespective of whether a timescale separation exists or
not, MSMs can approximate those processes with propagator
eigenfunctions that are well discretized. A timescale separa-
tion helps in cases where this discretization is poor.

Here, we illustrate the practical application of dynamical
neutron scattering from conformational dynamics by apply-
ing it to the well-characterized alanine dipeptide in solution.
By using a Markov state model, the quasielastic region of the
scattering intensity of neutron spectra is decomposed into in-
dividual components, each of which corresponds to a fully-
characterized intramolecular structural transition with an
associated exponential decay rate.

Il. THEORY

The theory describing how neutron scattering functions
can be reconstructed from MD simulation and MSM has been
presented in detail in the accompanying previous study.'”
Here, we provide a brief overview of the theory used to com-
pute the neutron scattering quantities in the present case.

A. Markov state model

An MSM is based upon a discretization of the inter-
nal (molecular) conformational space into a set of substates
S={s,..., 8, ..., Su}. A transition process between con-
formational substates can be described by a discrete-time
Markov process using the transition matrix:

pt+1- =p; T(T) (1)

where p! is an m-dimensional row vector containing the prob-
abilities of finding the system in each of its m states at time
7. The m x m transition matrix T(t) contains the conditional
probabilities Tj; of finding the system in state j at time given
that it was in state i at time T:

1
Tij = P(Xir €57 | X €5) = ;/dXM(X)/dYP(X, yi1).
i Jx y
@)
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The transition matrix T(z) is dependent on the chosen lag
time t, the time step for building the MSM. The eigenvalue
decomposition(EVD) of the transition matrix T(7) yields

TP, = (0P,

¢, T(7) = ¢ (1),

where (i)k = l'[fkk relate the left and right coarse-grained
eigenvectors and IT = (m, .. nm) is the equilibrium dis-
tribution of the system. ¢, and ¥, provide information on
structural changes. The corresponding eigenvalues, A (), de-
scribe the estimated relaxation times and decay exponentially
in 7, and thus each eigenpair is associated with a relaxation
timescale f}, or a relaxation rate &y, via

—t/fk

i=e = e R7, 3)

Transitions with A; < 1 correspond to fast processes, while
transitions with A; &~ 1 describe slow ones. Since T(zr) is a
stochastic matrix, the first process, (51, has, by definition, an
eigenvalue of A; = 1, and corresponds to the equilibrium dis-
tribution of the system IT. The relaxation time is indepen-
dent of the lag time T when the jump process on the discrete
state space is Markovian. Since this is only approximately
true in reality, finding a suitable lag time requires an implied
timescale analysis.>’

A time-correlation function between observables f(x)
and g(x) is then approximated via the Markov model by

rgrsedy = [ dx [ dyroeeyi o)
~ Y fimiTi(0g; )
ij=1
Z () (E, $) (@, b1, (5)

where c¢(X, y; T) is the probability of finding the molecule at
position x at time ¢ and at position y at time ¢ + 7, and f
g are the observable values averaged over the Markov states,
eg., fi = I s, dx u(x) f(x). Clearly, these local averages can
be efficiently computed by a direct average over the MD sim-
ulation frames that are located in set S;.

B. Neutron scattering

Dynamic neutron scattering experiments measure the dy-
namic structure factor, S(q, ®), where q is the momentum ex-
change and E = #w is the energy transfer. S(q, ) contains
a coherent part arising from self- and cross-correlations of
atomic motions and an incoherent part describing only single
atom motions:3"-3!

1 +0o0 )

Scoh(qv (,()) = 2_ / Fcnh(q, [)eilwrdl', (6)
T J-x
1 +oo .

Sinc(qv w) = ~_ / Finc(qv t)e—twrd.[’ (7)
T J -
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and

Fcoh(qa T) = Zba.coh . b;,coh
a,p

_(efi(q,ra(t)>ei<q,r,;(t+r)>)t’ (8
Finc(qv T) = Z ba,iﬂt' : b;,inc
o
) <67i<q,ra(t)>ei<q»ra(r+r>>)t . 9)

The coherent and incoherent dynamic structure factors are
time Fourier transforms of the coherent and incoherent in-
termediate scattering functions, F,,(q, t) and Fj,.(q, ), re-
spectively. o and B label individual atoms whose positions
are specified by their time-dependent position vector opera-
tors, ry(?) and rg(t), respectively. Each atom has a coherent
scattering length b, .., and an incoherent scattering length
ba, inc+

Sinc(q, w) can be expressed as the dynamic susceptibility
Xin-(q, @) for analyzing inelastic neutron scattering spectra:

/ Sinc(qa 0))
Xine(d, @) = np@) 1 (10)
where ng(w) = (" — 1)~! (for neutron energy loss) is the

Bose temperature factor. The dynamic susceptibility allows
the estimation of characteristic relaxation time of molecular
structural processes from the peaks, wy,y, in the frequency

spectrum33 as

tr = 1/max- (11

C. F(q, t), S(q, ), and x;.(q, ») calculated
from a Markov model

In our companion paper,'” we demonstrated that both

the incoherent and coherent intermediate scattering functions,
F(q, t) assume the form:

F(q.7) =) M(1) - Ar(@) (12)
k

=Y e - Aug) (13)
k

=) e A (14)
k

where Ax(q) is the scattering amplitude, given by
Ar@) = AP (@) + A (@),

APMQ) =) ara(Q)afy(q) (15)
a.p

*

= (Z aka(Q)> Zakﬁ(q) , (16)
o B

AV(Q) =) ara(Q)af,(q). (17)
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where o (q) = (bge 4% $;) is the scattering intensity of
atom « in the relaxation process k.

The dynamic structure factor, S(q, w), can then be ex-
pressed as

1 2.2 “
85(q. ) = 7 |:A1(Q)V 2mce™ P+ 3 A@ Lk, w)} ;

k=2
(18)

LRy, w)= 2% The first

R}
A(Qv2mc exp(—czwz/Z), corresponding to =1, is
the elastic structure factor, convoluted here with a Gaus-
sian convolution function, and the other components,
> Ar(q), are associated with the relaxation processes
in the MSM. We assume that the instrument is suitable to
resolve all present relaxation processes well. Quantitatively,
this means we assume ¢ > f; for all terms k > 1, resulting
in R(t =#f;;¢c) = e i/ A, Therefore, we only need to
find the Fourier transform of a single-exponential relaxation
for each term k > 1, which turns out to be a Lorentzian
function.
Finally, the incoherent dynamic susceptibility, x/7.(q, )
can also be directly represented in terms of the propagator
eigenvalues and eigenfunctions:

where component,

1 2 2
4 — A /2 —c?w?/2 1
ch(qv (,()) 27T(l’lB + 1) 1((1) ce ( 9)
PO E A L(ky, w). 20
"o+ 1) & LG ) (20)
lll. METHODS

A. MD simulation details

Equilibrium MD simulations were performed using
NAMD?* with the CHARMM?22 all-atom force field*>:3® for
the alanine dipeptide and TIP3P for the explicitly modeled
water molecules.’” The alanine dipeptide was placed inside
a cubic box with a distance of 7 A to the closest edge, and
was solvated by water molecules. Periodic boundary con-
ditions were used and electrostatic interactions were calcu-
lated using the Particle Mesh Ewald (PME) method®® with
a grid spacing of 1 A. Short range electrostatic and van der
Waals interactions were switched to zero between 10 and
12 A. Neighbor lists were updated every 10 steps and the non-
bonded interactions were calculated every second step. Bond
stretches win the water were constrained using the SHAKE
algorithm.*

The simulated system was first energy minimized for
10000 steps using the conjugate gradient algorithm, followed
by 1 ns MD equilibration and 1 us of production. During the
equilibration the temperature was gradually increased from
0 to 300 K at a rate of 10 K/ps. The temperature was kept at
300 K using the Langevin thermostat with a 5 ps time constant
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coupled to the heavy atoms. The pressure was maintained at
1 atm using the Nosé-Hoover Langevin piston barostat with a
period of 100 fs, a decay time of 50 fs and a temperature of
300 K. The integration time step of the MD simulations was
1 fs and the recorded trajectory time step was 100 fs.

B. Markov state model for alanine dipeptide

The derivation of a MSM for the configurational dynam-
ics of alanine dipeptide requires a number of steps, which
are outlined in Fig. S1 of the supplementary material.*’
These steps comprise state space reduction, discretization,
implied timescale analysis, and kinetic clustering. Each step
builds upon the choices and results of the previous steps.
Although the methodology for MSM construction is well
established, the main points of the procedure are briefly
summarized here and relevant information and construc-
tion parameters are provided. Further details are provided
exhaustively in Ref. 24. The software package EMMA
(https://simtk.org/home/emma)> was used for the discretiza-
tion of the trajectory data, the implied timescale analysis, and
the quality assessment of the MSM.

1. State space reduction

Markov models can be constructed using generalized
metrics such as pair-wise minimal RMSD,* that avoid the
need to define reaction coordinates or order parameters
a priori. However, whenever the number of state space vari-
ables can be reduced to those relevant to represent the slow
kinetics, it is useful to do so as this will enhance the quality
of the resulting state space discretization.

The choice of coordinates is often guided by existing
knowledge of the accessible configurations and by the abil-
ity to distinguish between them. An important feature of the
selected set of coordinates is that they must define a space
that allows kinetically separated conformations to be distin-
guished. In the case of alanine dipeptide, the internal dihedral
rotations are a natural choice for distinguishing between dif-
ferent peptide configurations.

In the present example, the set of rotational angles, ¢, ¥,
Cl (CAY — CY — N — CA), NI (CA — C — NT — CAD),
C-ter, N-ter, and x’ methyl were selected as candidates for
selected coordinates (see Fig. 1), and their time series are il-
lustrated in Fig. S2 of the supplementary material.*’ The val-
ues for ¢, ¥, and x’ switch between distinguishable, long-
lived (>10 ps) plateaux, which means that their associated
free energy profiles feature significant barriers with distinct
minima. The values for the CI and NI peptide bonds fluctu-
ate around 0° £ 15° throughout the whole simulation of 1 us
owing to their strong rigidity, while, in contrast, the C- and
N-ter methyl angles have no preferred orientation and rotate
freely, consistent with their low barriers (<0.1 kcal/mol).*?
To further illustrate the individual time evolution of the se-
lected angles, the corresponding NMR based angle-angle self-
correlation functions Cypr(t) = (P2[cos (6(f) — 0(t + 7))
were calculated and are plotted in Fig. S3 of the supplemen-
tary material.*’ P, is the second-order Legendre polynomial

J. Chem. Phys. 139, 175102 (2013)

HNT

FIG. 1. Alanine dipeptide structure with atom indexes showing ¢/y dihe-
dral angles, C1/N1 angles, C-ter/N-ter/x’ methyl angles, and representative
hydrogen atoms.

given by Pr(x) = %[3)62 — 1]. The estimated relaxation time
for x’ is ~200 ps, for ¢ and ¥ about ~50 ps, and for CI
and N/ and the C- and N-ter methyl angles ~0.1 ps and ~1
ps, respectively. Consequently, only ¢, ¥, and x’ were se-
lected as selected coordinates for the subsequent construction
of Markov state model.

2. Discretization

The three selected coordinates, ¢, v, and x’ span a con-
tinuous and fully periodic three-dimensional configurational
space, each point representing a distinguishable configuration
of the alanine dipeptide. To allow statistical analysis of the
transitions within this state space, configurations which are
geometrically close together must be clustered and assigned
to the same microstate. Two common algorithms for this geo-
metrical clustering are constant-space clustering and k-centers
clustering.”*#4® Constant-space clustering applies a regu-
lar grid to the complete state space and assigns distinct mi-
crostates to occupied grid elements, while the k-centers clus-
tering algorithm traverses through the sampling data and gen-
erates new microstates for sampling points which do not fall
within a certain geometrical distance of previous microstates.

Here, the k-centers clustering algorithm was used to de-
rive a set of microstates for the alanine dipeptide data using
the software EMMA with a target of k = 1000 cluster centers
and the Euclidian metric for distance calculation. It has been
shown that the clustering results converge for large k (e.g.,
k > 1000), independent of the order in which the trajectory is
traversed.**

After discretization, each configuration of the alanine
dipeptide was assigned to one of a finite set of distinct mi-
crostates. The dynamics of the alanine dipeptide can then be
described by a simple time series of these microstates. This
serves as the basis for the estimation of the microstate state
transition matrix, T,;cro(T). The element of the microstate
transition matrix, Ty, is the probability for finding the sys-
tem in microstate j after a lag time of t, given that it was in
microstate 7 at time ¢.


https://simtk.org/home/emma

175102-5 Yi et al.

3. Timescale analysis

The choice of the best lag time r, with which to ana-
lyze the time series and for which the conditional probabilities
in the MSM should be defined, requires some consideration.
Processes operating on timescales significantly faster than the
lag time cannot be accurately modeled, because they have al-
ready equilibrated at 7, precluding the garnering of any de-
tailed time-dependent information. On the other hand, the lag
time must be sufficiently long such that a Markov model on
the discrete state space provides a good approximation to the
kinetics of the real system.?*?’

Hence, the choice of the lag time is guided by an empir-
ical approach in which the microstate transition matrix and
its implied relaxation timescales, 7} = —m” are esti-
mated for a series for lag time t. The implied relaxation
times #;* are then plotted against the lag time itself. For pro-
cesses exhibiting the Markov property the implied relaxation
timescales, t“,f, become independent of the lag time, t, which
is indicated by reaching a plateau. The ideal lag time is then
given by the minimal value for which all implied timescales
of interest have become independent of the value of the lag
time.

Here, the implied relaxation timescale analysis for the
derived microstate transition matrix of alanine dipeptide was
performed for the lag times up to 100 ps, and is shown in
Fig. S2 of the supplementary material*’ for the 20 largest
eigenvalues. The solid line in Fig. 2 marks the onset for the
resolution limit of the MSM which reflects the fact that fast
processes cannot be reliably described by a MSM derived
with a large lag time (lower triangle).

Here, the implied timescale analysis graph suggests two
possible choices of metastable sets, which are also visible as
timescale gaps between the estimated relaxation times.!'”**
There is one gap at a timescale of 100 ps, separating two slow
processes from the rest. At this timescale, three conformations
are metastable. At a timescale of 10 ps, there is a second gap,

3
st
100 L o e = ] pEp
m
Z
P 4
©
8 10 3
o} ]
E F s o ]
o I > 27 gap ]
Q
iE p4 3
i —e— first 8 eigenvectors ]
i remaining eigenvectors| ]
§ —»>Vy=x T
L p g 3yl s i geasl L L1
0.1 2 4 6 8 2 4 6 8 2 4 6 8
0.1 1 10 100

Lagtime 1 (ps)

FIG. 2. Implied relaxation timescales of the processes associated with in-
dividual eigenvectors, depending on the lag time nt, computed as 7 (nt)
= nt/In[Ak(nt)], where Ax is the kth eigenvalue. The implied time scales
of the first 8 eigenvectors become flat at around 10 ps, which is below the
lifetimes of the metastable states, indicating that the interstate transitions are
Markovian.
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separating eight slow processes from the rest (9 metastable
states).

4. Kinetic clustering

The implied timescale analysis provides a rationale for
determining the number of relaxation processes reliably de-
scribed by a Markov model. Since the number of Markov
states is inherently equal to the number of relaxation pro-
cesses (plus the equilibrium distribution), this also provides
the number of distinguishable metastable states.

The microstate transition matrix contains explicit in-
formation about the kinetic connectivity between different
groups of microstates, expressed as conditional probabilities
for transitions. This can be exploited by clustering the mi-
crostates that are close kinetically, into macrostates. Here
this is performed using the improved Perron-Cluster-Cluster-
Analysis (PCCA) method*”-*® implemented in EMMA. Note
that in general it is not permitted to cluster the transition ma-
trix into a transition matrix between metastable states, be-
cause a coarse-graining of state space is always associated
with an increase of the discretization error of the associ-
ated Markov model.Z” Therefore, metastable states have in re-
cent publications been used mostly for illustrative purposes.*’
However, in the present case the two timescale gaps are so
pronounced that such a coarse-graining of the transition ma-
trix is actually feasible without significant additional dis-
cretization error. This way two reduced macrostate transition
matrices were obtained: one 3 state/100 ps matrix and the
other a 9 state/10 ps matrix.

The micro- to macrostate assignment was visually in-
spected using a 3-dimensional plot of the cluster location and
assignment in the ¢ — ¢ — x’ phase space. Figure S4(a) of
the supplementary material** shows the assignment for the
3 state/100 ps matrix in which microstates with the same
macrostate assignment have the same indicator, and Fig. S4(b)
of the supplementary material*®” is a simplified schematic plot
of the three macrostates: I (x’ € [ — 120°, 0°]), I (x’ € [0°,
120°]), and III (x’ € [ — 180°, —120°JUx’ € [120°, 180°])
in the ¢ — ¥ — x’ space. These plots indicate that the 3
state/100 ps matrix describes transitions between states with
different values of the angle, which means that it exclusively
describes the methyl group rotational dynamics. The higher
resolution of the 9 state/10 ps matrix is required to resolve
transitions between groups with different ¢ and i values, and
these are shown in Fig. S5(a) of the supplementary material.*’
The Markov states are labeled according to their position
in x/'(I, I, III) and their location within the ¢ — v plane
(a, b, ¢). The projection of the distribution in ¢ — ¥ — x’
phase space onto the ¢ — v plane provides the Ramachan-
dran plot (see Fig. S5(b) of the supplementary material*’),
which leads to the identification of the Markov states with the
Ramachandran states (a represents g, b represents 8/Cs, and
c represents C7,,). Figure 3 is a simplified schematic plot of
these 9 macrostates.

The derived 9-state MSM, T, 4cr0, 1S provided in
Table 1. The corresponding eigenvalues and eigenvectors are



175102-6 Yi et al. J. Chem. Phys. 139, 175102 (2013)
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The neutron scattering spectra, i.e., the set of F(q, 1), B v o Ta b Tie Ta
S(g, w) and x''(q, w), were calculated from one 1 us (b) Eigenvectors
MD trajectory using the publicly available software package
Sassena,6 which directly computes the van-Hove correlation FIG. 4. Eigenvalues and eigenvectors obtained from MSM using m = 9.
TABLE I. Row stochastic transition matrix 71X #¥) for m = 9.
— la — Ib — Ic — Ila — IIb — Il — Illa — IIIb — Illc
Ia 0.765 0.202 0.000 0.014 0.002 0.000 0.013 0.003 0.000
Ib 0.266 0.695 0.000 0.005 0.013 0.000 0.005 0.015 0.000
Ic 0.096 0.004 0.846 0.007 0.000 0.046 0.000 0.001 0.001
IIa 0.011 0.003 0.000 0.785 0.186 0.000 0.011 0.003 0.000
IIb 0.003 0.013 0.000 0.312 0.653 0.000 0.004 0.014 0.000
Ilc 0.000 0.000 0.042 0.122 0.004 0.832 0.000 0.000 0.000
IIla 0.012 0.004 0.000 0.012 0.003 0.000 0.767 0.202 0.000
IIIb 0.004 0.015 0.000 0.005 0.013 0.000 0.289 0.674 0.000

IIc 0.000 0.000 0.002 0.001 0.001 0.002 0.304 0.029 0.662
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TABLE II. Eigenvalues, relaxation times/frequencies, and Ay form =9 and g = 1 AL

Index 1 2 3 4 5 6 7 8 9
Eigenvalues 1 0.95 0.94 0.88 0.79 0.66 0.50 0.47 0.46
Tk (ps) 00 205.49 189.13 80.37 43.57 24.23 14.58 13.34 12.94
wy (GHz) 0 4.84 5.28 12.43 22.98 58.27 68.58 74.92 77.24
Ai,"c 0.71 3.4e-2 3.2e-2 1.4e-4 6.7e-5 1.4e-4 2.4e-2 5.5e-3 1.9e-3
AZ‘”’ 0.92 8.2e-6 2.6e-7 8.3e-5 7.9e-7 6.2e-5 3.5e-2 6.7e-3 S5.4e-4

functions from the time-dependent MD position vectors given
by Egs. (6)—(10). The global translational and rotational mo-
tions were removed by aligning each simulation snapshot to
the initial positions of the atoms C,, CAY, and CAT. Thus,
the calculated scattering functions contain information only
about the internal motions of alanine dipeptide.

The neutron scattering functions were also obtained from
the Markov state model by using Egs. (12), (15), and (17)—
(19). For the detailed analysis and reconstitution of Fj, (g, T)
from the Markov model, the MSM with m = 9 was used. Both
in the direct calculation and for the MSM derived the orienta-
tional F(gq, t) averaging was performed over the same set of
50 random orientations of the molecule. Using 50 orientations
was sufficient to get converged and representative estimates

—— Markov state model la 4
O MD simulation o Ib

o lc

O lla T
Ilb
llc

population

Ila
b~ _|
W lic
0.4_ I :'_ T BT, i
TN St e s st e s
0.2+ . Y : T' ———— i
0 - 1 T =
| ~Llld | | |
0 100 200 300 400 500

time (r)

FIG. 5. Comparison of state population computed from MD simulations
(open circles) and the Markov dynamics produced by the model network of
macrostates (solid lines). The Markov dynamics is run C times, each time
initializing a single state with population 1 and the remaining states with
population 0. The evolution of the state population shows the relaxation of
the selected state’s population towards equilibrium.

for the relaxation times, as detailed in Figs. S6(a) and S6(b)
of the supplementary material.*

IV. RESULTS
A. Incoherent and coherent scattering functions

The total incoherent intermediate scattering function,
Finc(q, 1), for the whole molecule calculated from the
Van-Hove correlation functions (Eq. (9)) and from the 9-
state Markov model are (Egs. (12) and (17)) compared in
Fig. 6(a). The good agreement of the two methods indicates
that the MSM reproduces Fj,.(q, T) very accurately, with
small differences found only on fast time scales as would
be expected (<10 ps). The full function Fj,.(g, t) from
the 9-state MSM consists of the 9 components according
to Eq. (12). The first component, Aﬁ”c(q), corresponding to
A1 = 1, is the elastic structure factor and the other com-
ponents, Zi:z exp(—i)Af(”C(q), are associated with the re-
laxation processes in the MSM. The process-dependent scat-
tering amplitudes, A}"(¢), and the corresponding relaxation
times, t]i"c, are provided in Table II.

The total Fj, (g, T), which can be in principle determined
in neutron scattering experiments, cannot be directly used to
identify the set of structural relaxation processes that lead
to the decay of Fj,.(g, T). Rather, in a typical experimental
analysis, Fi,.(g, T) would be fitted with a set of simple ex-
ponential functions (assuming a small number of relaxation
processes) or one single stretched exponential function (as-
suming a distribution of relaxation times??). This would al-
low the relaxation timescales inherent to the system’s dynam-
ics to be probed, but would not provide any understanding
of which structural rearrangements occur on these timescales.
In contrast, the MSM explicitly provides the decomposition
into atom-specific structural relaxation processes based on the
molecular dynamics simulation and thus serves as a way to
fully reconcile simulation and experiment.

The total coherent intermediate scattering function,
F.on(g, T), calculated directly from the molecular dynam-
ics trajectory using Eq. (8) and from the MSM using
Egs. (12) and (15) are plotted in Fig. 6(b). The agreement
of the results illustrates that the MSM can also reliably repro-
duce the coherent scattering functions and was calculated for
g= 1-5 A~! with the results for g= 2-5 A~! provided in
Fig. S7 of the the supplementary material.** The scattering
amplitudes, A!"(¢) and Ai"h(q), were calculated from Eqs.
(15) and (17) and are listed in Table II for g= 1.0 A1 Feon(q,
7) decays more rapidly than Fj,.(q, 7). The processes corre-
sponding to the timescales ~200 ps (A, = 0.96 and A3 = 0.94)
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FIG. 6. Comparison of (a) Finc(q, 7). (b) Feon(q, ), (¢) Sinc(q. @), and (d) x/.(q. ») at g = 1 A~! from Markov state model using Egs. (12), (15), and (17)

with the results directly calculated from MD trajectories using Egs. (7)—(10).

have small coherent scattering amplitudes but relatively large
incoherent scattering amplitudes. The tendency of the MSM
to systematically underestimate the scattering intensity can be
seen more pronounced in the case of the coherent intermedi-
ate scattering function, since the relevant relaxation processes
are closer to the time resolution 7 of the MSM and additional
state space discretization is needed to resolve these accurately.

B. The incoherent dynamic structure factors
and dynamic susceptibilities

The incoherent dynamic structure factors S;,.(q, w) for
the whole molecule directly calculated from the Van-Hove
correlation functions (Eq. (7)) and from 9-state Markov tran-
sition matrix (Eq. (18)) are plotted in Fig. 6(c). The maximum
at <0.1 GHz is elastic scattering, while quasielastic scatter-
ing ranges from 10~ GHz to 10* GHz. x/ (g, w) from the
direct calculation and from the MSM are plotted in Fig. 6(d).
Xine(q, w) indicates the timescales of relaxation processes as
peaks or maximums at frequencies corresponding to the asso-
ciated relaxation times.'?

In the frequency range up to 200 GHz the full spec-
tra of Si(q, w) and x/ .(q,w) from MSM (in blue)
are in good agreement with the results directly calcu-
lated from the Van-Hove correlation functions (in black).
By using Eq. (18), Six(g, w) and x/.(q, w) can now be
fully decomposed into a set of individual structural re-
laxation processes: the elastic scattering component con-
voluted by the energy resolution function (in green), i.e.,
A"I”C(q)\/ 27 cexp(—c’w?/2), and the 8 quasielastic compo-

nents (in red), ie., > ., A;‘(”C(q)i

TR each associated

with a relaxation process in the 9-state MSM. The intensity of
each relaxation process is dependent on the scattering ampli-
tude Ai"(q), and the frequency peak in x/ (g, ) is located
at the relaxation rate ky, or equivalently the inverse of the re-
laxation time, 1/7.

The MSM analysis allows all relevant relaxation pro-
cesses to be distinguished even if they have similar timescales.
The upper frequency limit for the MSM is determined by two
factors. The slowest timescale neglected by 9-state MSM is
approximated by the 10th relaxation timescale of the 1000-
state MSM, which is here approximately 2 ps. The other limi-
tation comes from the lag time on which the MSM is defined,
which is T = 10 ps in the current case. Thus the direct calcu-
lation and the functions derived from MSM are expected to
differ for w > 200 GHz.

C. Dependence on the scattering vector g

The dependence on the scattering vector g of the
incoherent and coherent intermediate scattering functions,
Finc(q, T) and F,,;(q, T), is reflected in the scattering am-
plitudes, Ax(q), and is shown for each relaxation process in
Figs. 7(a) and 7(b). At low g (below 0.5 A=Y, the majority
of the scattering is elastic and this results in A;(g) being sig-
nificantly larger than all other components, A(g), combined.
As g increases, the fraction of inelastic scattering also rises,
leading to a decrease in A;(g) and a respective increase for
the inelastic components A;(g). The variation in the magni-
tude Ax(g), at higher g (above 0.5 A1 may differ between
processes. In the case of incoherent scattering, this leads to
crossovers in some cases. For example, Aé”c(q) and Ag”c(q)
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FIG. 7. The coherent and incoherent scattering functions are perfectly de-
composable into a set of scattering amplitudes, each showing a distinct ¢
vector length dependence. (a) A;;”C shows significant intensity for processes
k= 2,3, and 7 and (b) A;"h of for process k = 7. The elastic intensity is
described by A, respectively, while all other contributions describe dynamic
processes.

overlap over the full ¢ range and both fall below AY*(g) at
g >3 A~'. The difference in absolute magnitude of Ax(g) be-
tween the processes provides direct information about which
processes are experimentally relevant, these being processes
k=2,3,7,8,and 9 and k = 7, 8, and 9 for incoherent and
coherent scattering, respectively.

D. Decomposition

For incoherent neutron scattering, each component Ax(q)
is simply the sum of the individual contributions from single
atoms. It is thus possible to directly identify the contribution
of the scattering from individual atoms to a particular struc-
tural transition. Figure S8 of the supplementary material*’
shows the relative contribution of each atom to the amplitude
of each of the relaxation processes at ¢ = 1 A~'. A more
complete picture of the decomposition of the components A
into the contributions from the different hydrogen atoms as
a function of the scattering vector length g is provided in
Fig. 8, which illustrates that the Ax(g) associated with pro-
cesses k = 2, 3, 5, and 9 are mainly determined by hydro-
gen atoms on the methyl group side chain, k = 4 is mainly
determined by hydrogen HN, and k = 6 and 7 are strongly
influenced by atoms HNT and HA. Interestingly, the dynam-
ics of the atoms on the terminal methyl groups HY1/2/3 and
HT1/2/3 do not contribute significantly to the components
Ai(q). The origin of this “invisibility” was clarified by in-
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HBI/2/3
HA il HNT

log(Ax(q)) [a.u.]

0.1

FIG. 8. Decomposition of the components AL”‘ into the contributions from
distinct hydrogen atoms as a function of the scattering length g. This leads
to an understanding how individual atom groups contribute to the observed ¢
vector length dependence of the corresponding dynamic process k. Processes
k=2,3,5, and 9 are dominated by atoms HB1/2/3. Atom HNT only plays a
role in processes k = 6, 7, and 8 at low values for the ¢ vector length. Process
7 is dominated by movements of atoms HNT and HA, which are related to
backbone angle rotations.

specting the spatial distributions of the individual atoms as
a function of Markov state, which is shown in Fig. 9. The
average location of HY1/2/3 and HT1/2/3 do not vary signif-
icantly between the states, which is a requirement for large
amplitudes.

E. Eigenvector interpretation

While the MSM allows the construction of a transition
network for Markov states, the connection to the underlying
physical system is somewhat lost and has to be re-engineered
with the help of the location of the Markov states within the

b (B/CS)

a(og) ¢(C7,0)

FIG. 9. Physical models of the Markov states. The configurational freedom
within each Markov state causes the positions of individual atoms to trans-
form into a probability density, represented with the help of individual atom
colors. Since the terminal methyl groups were not used in the Markov de-
composition, the corresponding atoms occupy all possible methyl group ro-
tation angles. Representative pdb files are available as the supplementary
material . *
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reduced state space (¢ — ¥ — x’) and clues derived from the
observables A and the spatial distribution of the atoms within
each Markov state (see Fig. 9).

1. Process 2 and Process 3

The first two eigenvectors can be clearly identified as
processes involving rotation of the side-chain methyl group:
the eigenvector components (Fig. 4(b)) describe population
changes from (Ilabc) to (Iabc, Illabc) for Process 2 and (Iabc)
to (Illabc) for Process 3, where 1, II, and III correspond to
Markov states with distinct methyl group angles. The phys-
ical models for the Markov states (Fig. 9) also clearly show
the rotation of the methyl group as the system transition be-
tween I, II, and III. Furthermore, the exclusive contribution
of hydrogen atoms from the methyl group to A%* and Ag”"
(Fig. 8) also indicates that Processes 2 and 3 describe the
methyl group side chain rotation exclusively.

2. Process 4

The eigenvector components (Fig. 3(b)) associated with
Process 4 indicate a transition ¢ — (a, b). This corresponds
to a change in the backbone dihedral ¢, involving a displace-
ment of the hydrogen HN (Fig. 1). This assignment is also
supported by the decomposition A; (k = 4) for incoherent
scattering (Fig. 8), which contains a dominant contribution
from hydrogen atom HN. Interestingly, the decomposition A,
(k = 4) in Fig. 8 shows that methyl group hydrogen atoms
(HB1/2/3) and hydrogen HA contribute significantly at higher
values of the scattering length g. The reason for this contribu-
tion can be understood with the help of the physical models
of the Markov states (Fig. 9). When the dipeptide undergoes
a backbone dihedral transition, the methyl group is slightly
pushed away from the original location, resulting in a dis-
placement of each hydrogen on the side chain. Consequently,
the methyl group has a slightly different orientation in each
of the substates a, b, and ¢, describing the backbone confor-
mation. The same explanation holds true for atom HA, which
adjusts its equilibrium position in response to the backbone
dihedral changes.

3. Process 5

Summing the components of Process 5 yields a net
flow between labc and Ilabc, while the change in popula-
tion of the substates a (Ia+Ila+I1lla), b (Ib+11b+111b), and
¢ (Ie+c+1lc) is almost zero. The decomposition of A
(k = 5) in Fig. 8 indicates that mainly atoms in the methyl
group HB1/2/3 contribute to the scattering signal.

4. Process 6

The components of Process 6 clearly suggest a transition
between substate b and ¢, corresponding to rotation of the
backbone angle W, which involves the HNT hydrogen atom.
This conclusion is also supported by the decomposition of Ay
(k = 6) in Fig. 8. As in the case of Process 4, HA and H1/2/3

J. Chem. Phys. 139, 175102 (2013)

contribute significantly at higher values of g, which indicates
that the methyl group side chain and hydrogen HA adjust their
position in response to changes in W.

5. Process 7

The components of Process 7 immediately suggest that
the eigenvector describes a transition between substates a
and b, which corresponds to rotation of the backbone angle
Y. The strong influence of hydrogens HNT and HA in A,
(k =7) in Fig. 8 can be understood by inspection of the phys-
ical models for the Markov States (Fig. 9). While hydrogen
HNT clearly changes its orientation during i rotation, hydro-
gen HA changes from an “upward” to a “downward” position.

6. Process 8 and Process 9

The components of Process 8 and Process 9 mainly de-
scribe a transition between substates a and b. These transi-
tions are accompanied by rotations of the methyl group side
chain, which explains the strong contribution of HB1/2/3 to
Ay (k= 8) and Ay (k = 9), where the contribution to Process
9 is from HB1/2/3 almost exclusively.

V. CONCLUSION

In the accompanying paper,'? a theoretical framework is
constructed for interpreting quasielastic neutron scattering ex-
periments on complex molecules with the aid of molecular
simulation. The method overcomes the problem heretofore
experienced that, even with the aid of molecular simulation,
it has been difficult to unambiguously describe a quasielastic
spectrum by specific sets of atoms transiting between free-
energy minima on the energy landscape concerned. The ap-
proach presented is to reconstruct dynamic neutron scattering
spectra from MD-based Markov state models. The method de-
composes the quasielastic region of the scattering intensity of
neutron spectra into components, each of which corresponds
to a single structural transition with an associated exponential
decay rate. The method, which is in principle applicable to
both coherent and incoherent scattering, was illustrated here
using conformational dynamics of the well-characterized ala-
nine dipeptide in solution. The procedure is not completely
without assumptions, as the state space in which the Markov
state model is to be constructed must be defined a priori.
However, the remainder of the procedure is automatic. Here,
a 9-state MSM 1in the space of the backbone dihedral angles
and the side-chain methyl group was found to describe the
scattering: in the quasielastic region of the neutron scatter-
ing spectrum the agreement between the direct calculation
and that derived from the Markov state model is excellent.
The dependence of the individual scattering components on g
and the underlying transition process (e.g., symmetry opera-
tions) connect the scattering tightly to the underlying molecu-
lar structure and dynamics. Simulation and neutron scatter-
ing have become common partners over the last 20 years.
Therefore, we expect this methodology or variants of it to
be broadly applied to the characterization of the dynamics of
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complex molecules for which the potential energy surfaces
possess many internal free-energy minima.
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